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PUBLISHERS’ NOTE

The major part of this volume has been translated from Kar] Marx,
Mathematicheskie Rukopsii, edited by Professor S.A. Yanovskaya,
Moscow 1968 (referred to in this volume as Yanovskaya, 1968). This
contained the first publication of Marx's mathematical writings in
their original form, alongside Russian translation. (Russian trans-
lation of parts of these manuscripts had appeared in 1933,) We have
included the first English translation of Part I of the Russian edition,
comprising the more or less finished manuscripts left by Marx on the
differential calculus, and earlier drafts of these. We have not trans-
lated Part Il of the 1968 volume, which consisted of extracts from and
comments on the mathematical books which Marx had studied. Pro-
fessor Yanovskaya, who had worked on these manuscripts since 1930,
died just before the book appeared. We include a translation of her
preface, together with six Appendices, and Notes to Part I.

In addition, we include the following:

a) extracts from two letters from Engels to Marx and one from Marx
to Engels, discussing these writings;

b) a review of Yanovskaya, 1968, translated from the Russian, by
the Soviet mathematician E. Kol’'man, who died in Sweden in 1979,
and who had also been associated with these manuscripts since their
first transcription;

¢) an article by Yanovskaya and KoP’man on ‘Hegel and
Mathematics’, which appeared in 1931 in the journal Pod znamenem
r.rzarkzisrna - This has been translated from the version which appeared
n the Germaq magazine Unter dem Banner des Marxismus; .

d) an essay on ‘Hegel, Marx and the Calculus’ written for this
volume by Cyril Smith. '

The material from Yanovskaya 1968 has been translated by C.
Aronson and M. Meo, who are also responsible for translating the
Teview by E. Kol’man.

The letters between Marx and Engels, and the article by
Yanovskaya and Kol’man, are translated by R. A. Archer
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§.A. Yanovskaya

PREFACE TO THE
1968 RUSSIAN EDITION

Engels, in his introduction to the second edition of Anti-Diihring,
revealed that among the manuscripts which he inherited from Marx
were some of mathematical content, to which Engels attached great
importance and intended to publish later. Photocopies of these man-
uscripts (nearly 1,000 sheets) are kept in the archives of the Marx-
Lenin Institute of the Central Committee of the Communist Party of
the Soviet Union. In 1933, fifty years after the death of Marx, parts of
these manuscripts, including Marx’s reflections on the essentials of
the differential caleulus, which he had summarised for Engels in 1881
in two manuscripts accompanied by preparatory material, were pub-
lished in Russian translation, the first in the journal Under the Banner
of Marxism (1933, no.1, pp.15-73) and the second in the collection
Marxism and Science (1933 » Pp.5-61). However, even these parts of
the mathematical manuscripts have not been published in the original
languages until now. '

In the present edition all of the mathematical manuscripts of Marx
having a more or less finished character or containing his own obset-
vations on the concepts of the calculus ot other mathematical ques-
tions, are published in full, .

Marx’s mathematical manuscripts are of several varieties; some of
them represent his own work in the differential calculus, its nature
and history, while others contain outlines and annotations of books
which Marx used. This volume is divided, accordingly, into twao
Parts. Marx’s original works appear in the first part, while in the
second are found full expository outlines and passages of
mathematical content.* Both Marx’s own writings and his obser-
vations located in the surveys are published in the original language
and in Russian transiation.

* This volume contains a translation of the first part only.

VII



VI : MATHEMATICAL MANUSCRIPTS

Although Marx’s own work, naturally, is separated from the out-
lines and long passages quoting the works of others, a full under-
standing of Marx’s thought requires frequent acquaintance with his
surveys of the literature. Only from the entire book, therefore, can a
true presentation of the contents of Marx’s mathematical writings be
made complete.

Marx developed his interest in mathematics in connection with his
work on Capital. In his letter to Engels dated January 11, 1858, Marx
writes: ———

‘I am s0 damnedly held up by mistakes in calculation in the
working out of the economic principles that out of despair I intend
to master algebra promptly. Arithmetic remains foreign to me. But
I am again shooting my way rapidly along the algebraic route.’
{K.Marx to F.Engels, Works, Vol.29, Berlin, 1963, p.256.)

Traces of Marx’s first studies in mathematics are scattered in
passages in his first notebooks on political economy. Some algebraic
expositions had already appeared in notebooks, principaily those
dated 1846. It does not follow, however, that they could not have been
done on loose notebook sheets at 2 much later time. Some sketches of
elementary geometry and several algebraic expositions on series and
logarithms can be found in notebooks containing preparatory material
for Critique of Political Economy dating from April-June 1858.

In this period, however, the mathematical ideas of Marx proceeded
only by fits and starts, mostly when he was not occupied with any-
thing else. Thus on November 23, 1860 Marx wrote to Engels: ‘For
me to write is almost ““out of the question”. Mathematics is the single
subject for which I still have the necessary “quietness of mind”.’
(Marx-Engels, Works, Vol.30, Berlin, 1964, p.113) In spite of this he
invariably went on with his mathematical ideas, and already on July 6
1863 he wrote to Engels:

‘In my free time [ do differential and integral calculus. A propos!
I have a surplus of books and will send one to you if you want to
study this topic. I deem it almost indispensable for your military
studies. By the way, it is a much easier part of mathematics
(involving mere technique) than the higher parts of algebra, for
instance. Outside of knowledge of the usual algebra and

trigonometry there is nothing else necessary to study, except for §

general familiarity with the conic sections.’ (fbid., p.362)

MR S AR S B A

" PREFACE IX

Also, in the appendix to an unpreserved letter from the end of 1865
or beginning of 1866 Marx explained to Engels the essentials of the
differential calculus in an example of the problem of the tangent to the
parabola.

However, he was still concerned first of all with the basics of
mathematics in their connection with political economy. Thus in
1869, in relation to his studies of questions of the circulation of capital
and the role of promissory notes in inter-governmental calculations,
Marx familiarised himself with the long course of commercial
arithmetic, Feller and Odermann, which he outlined in detail (cf,
mss.2388 and 2400). It was characteristic of Marx’s survey techniques
that, coming across some question of which he did not already feel
himself in command, Marx was not content until he had mastered it -
completely, down to its foundations. Every time Feller and Qder-
mann used some mathematical technique, Marx considered it neces-
sary to re-commit it to memory, even if it was known to him. In his
surveys of commercial arithmetic — these and also much later ones,
¢f. mss.3881, 3888, 3981 — are found insertions, moreover, of purely
mathematical content in which Marx advanced even further into
fields of higher mathematics.

IIL the 1870s, starting in 1878, Marx’s thoughts on mathematics
..acqlurtfd a more systematic charaCter. Concerning this period Engels
in the introduction to the second edition of Capital:

‘ “After 1870 came another pause caused mainly by the painful
illnesses of Marx. By habit, he usuaily filled his time studying;
agronomy, American and especially Russian land relationships,
monetary markets and banks, and finally natural science: geology
and physiology, and particularly his own mathematical work, all po
to make up the contents of numerous notebooks from this period.’
(Marx-Engels, Works » Vol.24, Berlin 1963, p.11)

At the same time the problems of applying mathematics to political

economy continued to interest Marx. Thus in a letter to Engels of May
31, 1873 Marx wrote:

‘T have just sent Moore a history which privazim had to be
smuggled in. But he thinks that the question is unsolvable or at
least Pro tempore unsolvable in view of the many parts in which facts
are still to be discovered relating to this question. The matter is as

follows: you know tables in which prices s calculated by percent
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etc. , etc. are represented in their growth in the course of a year etc.
showing the increases and decreases by zig-zag lines. I have
repeatedly attempted, for the analysis of crises, to compute these
“ups and downs” as fictional curves, and [ thought (and evennowI
still think this possible with sufficient empirical material) to infer
mathematically from this an important law of crises. Moore, as I
already said, considers the problem rather impractical, and I have
decided for the time being to give it up.’ (Marx-Engels, Works,
Vol.33, Berlin, 1966, p.82).

Thus it is clear that Marx was consciously leading up to the pos-
sibility of applying mathematics to political economy. Given the full
texts of all Marx’s mathematical manuscripts in the second part of our
book, it still does not fully answer the question of what impelled Marx
to proceed to the differential calculus from the study of algebra and
commercial aritbmetic. Indeed the mathematical manuscripts of
Marx begin precisely in this period when Marx was concerned with
élementary mathematics only in connection with problems arising
from his study of differential calculus. His studies of trigonometry
and the conic sections are found exactly in this context, which he
suggested to Engels to be indispensable. '

In differential calculus, however, there were difficulties, especially
in its fundamentals — the methodological basis on which it was built.
Much light was thrown on this condition in Engels’s Anti-Diihring.

“With the introduction of variable magnitudes and the extension
of their variability to the infinitely small and infinitely large,
mathematics, in other respects so strictly moral, fell from grace; it
ate of the tree of knowledge, which opened up toita career of most
colossal achievements, but at the same time a path of error. The
virgin state of absolute validity and irrefutable certainty of every-
thing mathematical was gone forever; mathematics entered the
realm of controversy, and we have reached the point where most
people differentiate and integrate not only because they under-
stand what they are doing but from pure faith, because up to now it
has always come out right.’ (Anti-Diihring , p.107)

Naturally Marx was not reconciled to this. T'o use his own words,
we may say that ‘here, as everywhere’ it was important for him ‘to tear
off the veil of mystery in science’. (see p.109) This was of the more
importance, since the procedure of going from clementary

i resented by Newton. The latter applied the syntBetic mei

'PREFACE X1

mathematics to the mathematics of a variable quantity must be of an
essentially dialectical character, and Marx and Engels considered
themselves obliged to show how to reconcile the materialist dialectic
‘not only with the social sciences, but also with the natural sciences and

" mathematics. The examination by dialectical means of mathernatics

of variable quantities may be accomplished only by fully investigating
that which constitutes ‘a veil surrounded alteady in cur time by
quantities, which are used for calculating the infinitely small - the
differentials and infinitely small quantities of various orders’.
(Marx-Engels, Works, Vol.20, Berlin, 1962, p.30) Marx placed before
himself exactly this problem, the elucidation of the dialectic of sym-
bolic calculation, operating on values of the differential,

Marx thought about mathematics independently. The only person
to whom he turned was his friend Samuel Moore, whose under-
standing of mathematics was at times rather limited. Moore could not
render any essential help to Marx. Moreover, as can be observed in
remearks that Moore made concerning the 1881 manuscripts {(which
Ma.rx sent Engels) containing Marx’s expository ideas on the deri-
vation and meaning of the symbolic differential calculus, Moore
simply did not understand these ideas. (cf. Marx’s letter to Engels,
this volume p.xxx)

m studied textbooks of differential calculus. He oriented him- |
self with books used at courses in Cambridge University, where in the
l?th- century Newton held a chair of higher mathematics, the
traditions of which were kept by the English up to Marx’s day.
Indeed, there was a sharp struggle in the 20s and 30s of the last
century between young English scholars, grouped about the ‘Analy-
tical Society’ of mathematicians, and the opposing established and
obsolete traditions, converted into untouchable ‘clerical’ dogma, rep-
s of his
Pﬂnapt{! w?ﬁ the stipulation that each problem had to be solved from
the. beginning without converting it into a more general problem
which cpuld then be solved with the apparatus of calculus. !

In .thls rf:gard, the facts are sufficiently clear that Marx began
Smdymg differential calculus with the work of the French abbot
Sal..lrl,'Cours complet de mathématiques {1778), based on the methods of
Leibnitz and written in his notation, and that he turned next to the De
analyse per aequationes numero terminorum infinitas of. Newton
(cf.ms.2763). Marx was so taken with Sauri’s use of the Leibnitzian

—
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algorithmic methods of differentiation that he sent an explanation of it
(with application to the problem of the tangent to the parabola) in a
special appendix to one of his letters to Engels.

Marx, however, did not limit himself to Sauri’s Cours . The next text
to which he turned was the English translation of a modern (1827)
French textbook, J.-L. Boucharlat’s Eléments de calcul différentiel et du
calcul intégral. Written in an eclectic spirit, it combined the ideas of
d’Alembert and Lagrange. It went through eight editions in France
alone and was transiated into foreign languages (including Russian);
the textbook, however, did not satisfy Marx, and he next turned to a
series of monographs and survey-course books. Besides the classic
works of Euler and MacLaurin (who popularised Newton) there were
the university textbooks of Lacroix, Hind, Hemming and others.
Marx made scattered outlines and notations from all these books.

In these valumes Marx was interested primarily in the viewpoint of ¢

Lagrange, who attempted to cope with the characteristic difficulties
of differential calculus and ways of converting calculus into an ‘algeb-
raic’ form, i.e., without starting from the extremely vague Newtonian
concepts of ‘infinitely small’ and ‘limit’. A detailed acquaintance with
the ideas of Lagrange convinced Marx, however, that these methods
of solving the difficulties connected with the symbolic apparatus of
differential calculus were insufficient. Marx then began to work out
his own methods of explaining the nature of the calculus.

Possibly the arrangement of Marx’s mathematical writings as is
done in the second half of the volume permits a clarification of the way
in which Marx came onto these methods. We see, for example,
beginning with the attempt to correct Lagrange’s outlook how Marx
again turped to algebra with a complete understanding of the algeb-
raic roots of the differential calculus, Naturally, his primary interest
here was in the theorem of the multiple roots of an algebraic equation,
the finding of which was closely connected with the successive dif-
ferentiations of equations. This question was especially treated by
Marx in the series of manuscripts 3932, 3933, appearing here under
the titles ‘Algebra I’ and ‘Algebra II’. Marx paid special attention to
the important theorems of Taylor and MacLaurin. Thus arrived his
manuscripts 3933, 4000, and 4001, which are impossible to regard
simply as outlines and the texts of which are, therefore, given in full.

Generally speaking in the outlines Marx began more and more to__

use his own notation. In a number of places he used special notation

e ———————————————

PREFACE XIII

for the concept of function and in places % for %- These symbols

:r;} ;r)let passim a number of other manuscripts (cf. 2763, 3888, 3932,

Convinced that the ‘pure algebraic’ method of Lagrange did not
solve the difficulties of the foundations of the differential calculus and
already having his own ideas on the nature and methods of the
calculus, Marx once again began to collect textual material on the
various ways of differentiating (cf, mss. 4038 and 4040). Only after
reading the expositions suggesting (for certain classes of functions)
the methods of ‘algebraically’ differentiating, only after constructing
sketches of the basic ideas did he express his point of view, These are
exhibited here in the manuscripts and variants published in the first

part of this volume. We now proceed to the contents of these man-
uscripts.

t In the 1870s, from which date the overwhelming majority of Marx’s

mathematical works, contemporary classical analysis and charac-

" teristic theories of the real numbers and limits were established on the

European continent {principally in the works of Weierstrass, Dede-
kind and Cantor). :

This more precise work was unknown in the English universities at
that time. Not without reason did the well-known English
mathematician Hardy comment in his Course of Pure Mathematics,
written significantly later (1917): “It [thls book] was written when
analysis was neglected in Cambridge, and with an emphasis and
enthusiasm which seem rather ridiculous now, If I were to rewrite it
Eov?' I should not write (to use Prof, Littlewood’s simile) like a

missionary talking to cannibals”,” {preface to the 1937 edition).
Hardy had to note as a special achievernent the fact that in monog-
raphs in analysis ‘even in England there is now fi.e., in 1937 nolack’.

It.is not surprising therefore that Marx in his mathematical man- ;
uscripts may have been cut off from the more contemporary problems
in m.athematical analysis which were created at that time on the
Conm:xent. Nonetheless _his ideas on the nature of symbolic_dif-
ferential calculus afford interest even now.

_Di_tf?,rential calculus, is characterisedﬂgy its symbols and ter-
minology, such notions as ‘differential’ and ‘infinitely small’ of &if-
ferent orders, such symbols as dx, dy, d%, d% ... %"—, :—2{, ?—’3’

s x? dx?’ dx
and others. In the middle of the last century many of the instructional
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books used by Marx associated these concepts and symbols with
special methods of constructing quantities different from the usual
mathematical numbers and functions. Indeed, mathematical znalysis
was obliged to operate with these special quantities. This is not true at
the present time: there are no special symbols in contemporary analy-
sis; yet the symbols and terminology have been preserved, and even
appear to be quite suitable. How? How can this happen, if the
corresponding concepts have no meaning? The mathematical man-
uscripts of Karl Marx provide the best answer to this guestion.
Indeed, such an answer which permits the understanding of the
essence of all symbolic calculus, whose general theory was only
recently constructed in contemporary mathematical logic.

The heart of the matter is the operational role of symbols in the |

calculus. For example, if one particular method of calculation istobe
employed repeatedly for the solution of a range of problems then the
special symbol appropriately chosen for this method briefly desig-
nates its generation, or as Marx calls it, its ‘strategy of action’. That
symbol, which comes to stand for the process itself, as distinct from
the symbolic designation introduced for the process, Marx called
‘real’. :

.ﬁhy then introduce an appropriately chosen new symbol for this?

_Maf¥’s answer copsists in that this gives us the opportunity not to

execute the entire process anew each ti

~ For this 1t is only B

in more complicated cases to the procedure of the more simple ones.
Sary, ONCe the I Ties of the particular
method are well-known, to represent several general rules of oper-
ation with new symbols selected to accomplish this reduction. And
with this step we obtain a calculus, operating with the new symbols,
on its, as Marx called it, ‘own ground’. And Marx thoroughly
clarifies, by means of the dialectic of the ‘inverted method’, this
transition to the symbolic calculus. The rules of calculus allow us on
the other hand not to cross over from the ‘real’ process to the symbolic
one but to look for the ‘real’ process corresponding to the symbol, to
make of the symbol an operator — the above-mentioned ‘strategy of
action’.

Marx did all this in his two fundamental works written in 1881 and
sent to Engels: ‘On the concept of the derived function’ (see p.3)and
‘On the differential’ (p.15). In the first work Marx considers the ‘real’

but rather, using the fact of
' “previously having executed it in several cases, 0 reduce the procedure

PREFACE XV

method, for several types of functions, to find the derived functions and
differentials, and introduces appropriate symbaols for this method (he
calls it “algebraic’ differentiation). In the second work he obtains the
snverted method’ and transfers to the ‘own ground® of differential

. calculus, employing for this aim first of all the theorem on the derivative

of a product which permits the derivative of a product to be expressed as
the sum of the derivatives of its factors. Employing his own words,
thus the symbolic differential coefficient becomes the autonomous star-
ting point whose real equivalent is first to be found . ., Thereby,
however, the differential calculus appears as a specific type of calculus
which already operates independently on its own ground (Boden).

For its starting points g;-‘ R % , belong only to it and are

mathematical quantities characteristic of it.” (pp.20-21). For this they
‘are suddenly transformed into operational symbols (Operationssy-
mbole), into symbols of the process which must be carried out. . . to
find their “derivatives”. Originally having arisen as the symbolic
expression of the “derivative” and thus already finished, the symbolic
-differential coefficient now plays the role of the symbol of that oper-
ation of differentiation which is yet to be completed.’ (pp.20-21).

In the teachings of Marx there were not yet the rigorous definitions
of the fundamental concepts of mathematical analysis characteristic of
cont.emporaw mathematics. At first glance the contents of his man-
uscripts appear therefore to be archaic, not up to the requirements,

_say, of Lagrange, at the end of the 18th century. In actuality, the

fundal:nental principle characteristic of the manuscripts of Marx has
essenl'lal significance even in the present day. Marx was not acquain-
t_ed ‘wuh contemporary rigorous definitional concepts of real number,
lu_mt and continuity. But he obviously would not have been satisfied
with the definitions, even if he had known them. The fact is Marx uses
the ‘real” method of the search for the derivative function, that is the
algorithm, first, to answer the question whether there exists a deriva-

well known, the concept of Limit is not an algo»rithhiic- ééﬁéept, and
therefore such problems are only solvable for certain classes of
functlon.s. One class of functons, the class of algebraic functions, that
f;, g\:[ncuons comgosed of variables raised to any power, is represented
d)’ arx as th_e object of ‘algebraic’ differentiation. In fact, Marx only

eals with this sort of function. Nowadays the class of functions for

which it is possible to answer both questions posed above has been
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significantly broadened, and operations may be performed on all
those which satisfy the contemporary standards of rigour and pre-

cision. From the Marxian point of view, then, it is essential that ;

transformations of limits were regarded in the light of their effective
operation, or in other words, that mathematical analysis has been
built on the basis of the theory of algorithms, which we have described
here.

We are certainly well acquainted with Engels’s statement in the
Dialectics of Nature that ‘the turning point in mathematics was Descar-
tes’ introduction of oariable quantities. Thanks to this movement came
into mathetnatics and wlth it the dialectic and thanks to this rapidly
became necessary differential and integral calculus, which arose simul-
taneously and which generally and on the whole were completed and
not invented by Newton and Leibnitz’-(Dialectics of Nature p.258).

But what is this ‘variable quantity’? What is a ‘variable’ .in

mathematics in general? The eminent English philosopher Bertrand
Russell says on this point, “This, naturally , is one of the most
difficult concepts to understand,’ and the mathematician Karl Men-
ger counts up to six completely different meanings of this concept. To
elucidate the concept of variables — in other words, of functions —
and that of variables in mathematics in general, the marhematical
manuscripts of Marx now represent objects of essential importance.
Marz directly posed to himself the question of the various meanings of
the concepts of function: the functions ‘of x* and functions ‘in x’ —
and he especially dwelt on how to represent the mathematical oper-
ation of change of variables, in what consists this change. On this
- question of the means of representation of the change of variables
Marx placed special emphasis, so much so that one talks charac-
teristically of the ‘algebraic’ method of differentiation, which he
introduced.

The fact is, Marx strenuously objected to the representation of any
change in the value of the variable as the increase (or decrease) of
previously prepared values of the increment (its absolute value). It
seems a sufficient idealisation of the real change of the value of some
quantity or other, to make the assertion that we can precisely ascertain
all the values which this quantity receives in the course of the change.
Since in actuality all such values can be found only approximately,
those assumptions on which the differential calculus is based must be
such that one does not need information about the entirety of values of
any such variable for the complete expression of the derivative func-

N =

. PREFACE Xvil

tion f{x) from the given f{x), but that it be sufficient to have the
expression f{x). For this it is only required to know that the value of
the variable x changes actually in such a way that in a selected (no
matter how small) neighbourhood of each value of the variable x
(within the given range of its value) there exists a value x,, different
from x, but no more than that. “x therefore remains just exactly as
indefinite as x is.” (p.88)

It stands 10 reason from this, that when x is changed into x,,
thereby generating the difference x,— x, designated as Ax, then the
resulting x; becomes equal to x + Ax. Marx emphasised at this point
that this occurs only as 4 result of the change of the value x into the
value x; and does not precede this change, and that to represent this
x, as known as the fixed expression x+Ax carries with it a distorted
assumption about the representation of movement (and of all sorts of
change in general). Distorted because in this case here, ‘although in
x+Ax, Ax i3 equally as indeterminate in quantity as the unde-
termined variable x itself; Ax is determined separately from x, a
distinct quantity, like the fruit of the mother’s womb, with which she
is pregnant.’ (p.87)

In connection with this Marx now begins his determination of the
derived function f(x) from the function f{x} with the change of x
into x,. As a result of this f{x) is changed into f{x,) , and there arise
both differences x,— x and f{x,)— f(x), the first of which is
obviously different from zero as long as x; # x.

‘Here the increased x, is distinguished as x,, from itself, before it
grows, namely from x, but x, does not appear as an x increased by
Ax, 50 x, therefore remains just exactly as indefinite as x is.” (p.88) -

The real mystery of differential calculus, according to Marx, con-
sists in that in order to evaluate the derived function at the point x (at
which the derivative exists) it is not only necessary to go into the
neighbourhood of the point, to the point x, different from x, and to
form the ratio of the differences f{x,)— f{x) and x,— x that is, the

expression fﬁ;:)__‘;ﬂi), but also to return again to the point x; and

to return not without a detour, with special featres relating to the
concrete evaluation of the function f{x), since simply setting x, =

in the expression 9% s it into f(") ﬂ") that is,

Xy— X

into %,or in other words into meaninglessness.
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This character of the evaluation of the derivative, in which is
formed the non-zero difference x ,— x and the subsequent — after the

construction of the ratio %@ — dialectical ‘removal’ of this
»

difference, is still preserved in the present-day evaluation of the
derivative, where the removal of the difference x,— x takes place
with the help of the limit transition from x, 1o x.

In his work ‘Appendix to the manuscript “On the history of the
differential calculus™, Analysis of the Method of d’Alembert’ Marx
also spoke of the *derivative’ essentially as the limit of the vatue of the

ratio fi’;—l)—:—f—") , although he denoted it with other terms. In fact
1

the confusion surrounding the terms ‘limit’ and ‘limit value’, con-
cerning which Marx observed, ‘the concept of value at the limit is
easily misunderstood and is constantly misunderstood’, prompted
him to replace the term ‘limit’ with ‘the absolute minimal expression’
in the determination of the derivative. But he did not insist on this
replacement, however, foreseeing that the more precise definition of
the concept of limit, with which he familiarised himself in Lacroix’s
long Traité du calcwd différentiel er du calcul intégral — a text which
satisfied Marx significantly more than others — could result further
on in the introduction of unnecessary new terms. In fact Marx wrote
of the concept of limit, ‘this category which Lacroix in particular
analytically broadened, only becomes important as a substitute for the
category ““minimal expression’’ ’ (see p.68).

Thus Marx clarified the essentials of the dialectic connected with
the evaluarion of the derivative even in contemporary mathematical
analysis. This dialectic, not a formal contradiction, makes, as will be
shown below, the differential calculus of Newton and Leibnitz appear
‘mystical’. To see this it is only necessary to recall that Marx by no
means totally denied the representation of any change in the value of
the variable as the addition of some ‘increment’ already having a
value, On the contrary, when one speaks of the evaluation of the result
of the already introduced change, one is induced to speak equally of
the increase of the value of the variable (for example, of the depen-
dence of the increase of the function on the increase in the inde-
pendent variable), and ‘the point of view of thesum’ x, =x + Ax or x;
= x + k, as Marx calls it, becomes fully justified. To this transition
from the ‘algebraic’ method to the ‘differential’ one Marx specially

Y
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devoted himself in his last work “Taylor’s Theorem’, which unfor-
tunately remains unfinished and is therefore only partally repro-
duced in the first part of the present book. (A very detailed descrip-
tion of this manuscript of Marx, with almost all of the text, appearsin
the second part of the book, [Yanovskaya, 1968 pp.498-562]).

Here Marx emphasises that, while in the ‘algebraic’ method x;— x
consists solely for us as the form of a difference, and not as some
x1— x = h and therefore not as the sum x; = x + %, in the transition
to the “differential’ method we may view h ‘as an increment (positive
or negative)} of x. This we have a right to do, since x,— x = Ax and
this same Ax can serve, after our way, as simply the symbol or sign of
the differences of the x’s, that is of x;— x, and also equally well as the
quantity of the difference x,— x, as indeterminate as x,— x and
changed with their changing. ‘

“Thus x ;— x = Ax or = the indeterminate quantity 4. From thisit
follows that x; =x + h and f(x ) ory is transformed into f{x + k).’
(Yanovskaya, 1968 p.522)

In this way it would be unfair to represent the viewpoint of Marx as
requiring the rejection of all other methods employed in differential
calculus, If these methods are successful Marx sets himself the task of
clarifying the secret of their success. And after this is shown to him,
that is, after the examined method has demonstrated its validity and
the conditions for its use are fulfilled, Marx considers a transition to
this method not only fully justified but even appropriate.

Following his 1881 manuscript containing the fundamental results
of his thoughts on the essence of differential calculus, Marx chose to
send Engels a third work, concerned with the history of the method of
differential calculus. At first, he wanted to depict this history with
concrete examples of the various methods of showing the theorems on
the derivation of the derivative, but then he relinguished this resolve
and passed on to the general characteristics of the fundamental periods
in the history of the methads of differential calculus.

This third work was not fully put into shape by Marx. There remain
only the indications that he had decided to write about it and sketcbes
of the manuscript, from which we know how Marx constructed and
yndertook the plan of his historical essay on this theme. This rough
copy is published in full in the first part of this book (see pp.73-106).
All of Marx’s indications that there should be introduced into the text
this or that page from other manuscripts are here followed in full. The
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manuscript gives us the possibility 1o explicate Marx’s viewpoint on
the history of the fundamental methods of differential calculus.
1) the ‘mystical differential calculus’ of Newton and Leibnitz,
2) the ‘rational differential calculus’ of Euler and d’Alembert,
3) the ‘pure algebraic calculus’ of Lagrange.

The characteristic features of the methods of Newton and Leibnitz
revealed, according to Marx, the fact that their creators did not see the
‘algebraic’ kernel of differential calculus: they began immediately
with their operational formulse, the origins and the meaning of
which remained therefore misunderstocod and even mysterious, so
that the calculus stood out as ‘a characteristic manner of calculation
different from the usual algebra’ (p.84), as a discovery, a completely
special discipline of mathematics as “different from the usual algebra
as Heaven is wide’ (p.113). ‘

To the question, “By what means . . . was the starting point chosen
for the differential symbols as operational formulae’ Marx answers,
‘either through covertly or through overtly metaphysical
assumptions, which themselves lead once more to metaphysical,
unmathematical consequences, and so it is at that point that the
violent suppression is made certain, the derivation is made to start its
way, and indeed quantities made to proceed from themselves.” (p.64)

Elsewhere Marx writes concerning the methods of Newton and
Leibnitz: ‘x, = x+Ax from the beginning changes into x, = x + dx

. where dx is assumed by a metaphysical explanation. First, it
exists, then it is explained.” ‘From the arbitrary assumption the
consequence follows that . . . terms . . . must be juggled away, in
order to obtain the correct result.’ (p.%1)

In other words, so long as the meaning of introduction into
mathematics of the differentiai symbols remains unexplained — more
than that, generally false, since the differentials dx, dy are identified
simply with the Increments Ax, Ay — then the means of their
removal appear unjustified, obtained by a “forcible’, uggling’ sup-
pression. We have to devise certain metaphysical, actually infinitely
small quantities, which are to be treated simultaneously both as the
usual different-from-zero (nowadays called ‘Archimedean’) quantities
and as quantities which ‘vanish’ (transmute into zero) in comparison
with the finite or infinitely small quantities of a lower order (that is, as
‘non-Archimedean’ quantities); or, stmply put, as both zero and non-
zero at the same time. ‘Therefore nothing more remains,’ writes Marx
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in this connection, ‘than to imagine the increments % of the variable to
be infinitely small inctements and to give them as such independent
existence, in the symbols %, § etc. or dx, dy jetc| for example. But
infinitely small quantities are quantities, just like those which are
infinitely large (the word infinitely [small] only means in fact inde-
finitely small); the dy, dx . .. therefore also take part in the cal-
culation just like ordinary algebraic quantities, and in the equation
(y+ R)—y or B = 2xdx + dxdx the dxdx has the same right to
existence as 2xdx does.’ . . “the reasoning is therefore most peculiar
by which it is forcibly suppressed’. (p.83) ‘

The presence of these actually infinitely small, that is, formally
contradictory, items which are not introduced by means of operations
of mathematically grounded consistency but are hypothesised on the
basis of metaphysical ‘explanations’ and are removed by means of
‘tricks’ gives the calculus of Newton and Leibnitz, according to Marx,
a ‘mystical’ quality, despite the many advantages they bring o it,
thanks to which it begins immediately with operating formulae.

At the same time Marx rated very highly the kistorical significance
of the methods of Newton and Leibnitz. “Therefore,” he writes,
‘mathematicians really believed in the mysterious character of the
newly-discovered means of calculation which led to the correct (and,
particularly in the geometric application, surprising) result by means
of a positively false mathematical procedure. In this manner they
became themselves mystified, rated the new discovery all the more
highly, enraged all the more greatly the crowd of old orthodox
mathematicians, and elicited the shrieks of hostility which echoed
even in the world of non-specialists and which were necessary for the
blazing of this new path.’ (p.94)

The next stage in the development of the methods of differential
calculus, according to Marx, was the ‘rational differential calculus’ of
d’Alembert and Euler. The mathematically incorrect methods of
Newton and Leibnitz are here corrected, but the starting point
remains the same. ‘D’Alembert starts directly from the point de départ
of Newton and Leibnitz, x, = x + dx. But he immediately makes the
fundamental correction: x; = x+Ax, that is x and an undefined,
but prima facie finite increment* which he calls k. The transformation
of this % or Ax into dx . . . is the final result of the development, or

* l}y fﬁm’te increment’ the literature which Marx consulted vnderstood a nen-zero
finite increment — §.4. Yanouvskaya
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at the least just before the gate swings shut, while in the mystics and
the initiators of the calculus as its starting point.’ (p.94) And Marx
emphasised that with this the removal of the differential symbols from
the final result proceeds then ‘by means of correct mathematical
operation. They are thus now discarded without sleight of hand.’
(p.96)

Marx therefore rated highly the historical significance of d’Alem-
bert’s method. ‘D’Alembert stripped the mystical veil from the dif-
ferential calculus, and took an enormous step forward,” he writes
(p.97).

However, 5o long as d’Alembert’s starting point remains the rep-
resentation of the varable x as the sum x + an existing element,
independent of the variable x, the increment Ax — then d’Alembert
has not.yet discovered the true dialectic process of differentiation.
And Marx makes the critical observation regarding d’Alembert:
‘D’Alembert begins with {x + dx) but corrects the expression to
(x+Ax), alias (x+ k); a development now becomes necessary in
which Ax or h is rransformed into dx, but all of that development
really proceeds.’ (p.128)

As is well known, in order to obtain the result % from the ratio of

finite differences %, d’Alembert resorted to the ‘limit process’. In

the textbooks which Marx utilised, this passage to the limit fore-
shadowed the expansion of the expression f{x + h) into all the powers
of k&, in which revealed in the coefficient of k raised to the first power
‘was the ‘already contained’ derivative f{(x).

The problem therefore became that of “liberating’ the derivative
from the factor # and the other terms in the series. This was done
naturally, so to speak, by simply defining the derivative as the coef-
ficient of / raised to the first power in the expansion of f{x + k) intoa
series of powers of k.

Indeed, ‘in the first method 1), as well as the rational one 2), the
real coefficient sought is fabricated ready-made by means of the
binomial theorem; it is found at once in the second term of the series
expansion, the term which therefore is necessarily combined with k!,
All the rest of the differential process then, whetherin 1) or in 2),isa
luxury. We therefore throw the needless ballast overboard.’ (p.98)

The same thing was done by Lagrange, the founder of the next
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stage in the development of the differential calculus: ‘pure algebraic’
calculus, in Marx’s periodisation.
At first Marx liked very much Lagrange’s method, ‘a theory of the

~ derived function which gave a new foundation to the differential

calculus’. Taylor’s theorem, with which was usually obtained the
expansion of f{x + k) into a series of powers of k, and which his-
torically arose as the crowning construction of the entire differential
calculus, with this method was turned into the starting point of
differential calculus, connecting it immediately with the mathematics
preceding calculus (yet not employing its specific symbols). Marx
noted with respect to this, ‘the real and therefore the simplest inter-
connection of the new with the old is discovered as soon as the new
gains its final form, and one may say, the differential calculus gained
this relation through the theorems of Taylor and MacLaurin.* There-
fore the thought first occurred to Lagrange to return the differential
calculus to a firm algebraic foundation.’ (p.113)

Marx found at once, however, that Lagrange did not make use of
this insight. As is well known, Lagrange tried to show that ‘generally
speaking’ — that is, with the exception of ‘several special cases’ in
?vhich differential calculus is ‘inapplicable’ -~ the expression f{x + k)
1s expandable into the series

flx)+ ph+ gh*+ e+ . . .,

where p, ¢, r, . . . the coefficients for the powers of k, are new
functions of x, independent of %, and ‘derivable’ from Ax).

But Lagrange’s proof of this theorem — in fact without much
Precise mathematic meaning — did not arise naturally. “This leap
from ordinary algebra, and besides by means of ordinary functions
representing movement and change in general is as a fait accompli, it is
not proved and is prima facie in contradiction to ail the laws of con-

ventional algebra . ..’ (p.177), writes Marx about this proof of
Lagrange's.

And Marx concludes with respect to the ‘initial equation’ of Lag-
range, tha.t not only is it not proved, but also that ‘the derivation of
Ehlsl i:%uanon from algebra therefore appears to rest on a deception’
p. .

In the concluding part of the manuscript the method of Lagrange

“_MacLau.rin’s Theorem can be re, i
: . garded —— a5 it was by Marx 11, 112y —
Special case of Tavior's Theorem. — 4. ! (e P2 s
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appears as the completion of the method initiated by Newton and
Leibnitz and corrected by d’Alembert; as the ‘algebraicisation’ based
on Taylor by means of the method of formulae. ‘In just such a manner
Fichte followed Kant, Schelling Fichte, Hegel Schelling, and neither
Fichte nor Schelling nor Hegel investigated the general foundations of
Kant, of idealism in general: for otherwise théy would not have been
able to develop it further.’ (p.119)

We can see that in a historical sketch Marx gives us a graphic
example of what in his opinion should be the application of the
method of dialectical materialism in such a science as the history of
mathematics. ‘

Completion of the present edition of Mathematical Manuscripts of
Karl Marx required a great deal of preparation. The text of the
manusctipts was translated in full; they were arranged
chronclogically; excerpts and summaries were separated from Marx’s
own statements; on the basis of analysis of their mathematical content
the manuscripts were collected into units which can be read as a whole
(in fact, many of the manuscripts do not make up notebooks, but are
rather of separate sheets of paper in no sort of order). In the vast
majority of cases it is known from which sources Marx drew his
excerpts, or which he summarised. By comparison with the original
works all of Marx’s own comments have been identified in the sum-
maries; all of Marx’s independent work and notes have been trans-
lated into Russian. '

The task of separating the personal opinions of Marx from his
summaries and excerpts involved a series of difficulties. Marx wrote
-his summaries for his own benefit, in order to have at hand the
material he needed. As always, he made use of a large collection of the
most varied sources, but if he did not consider the account worth
special attention, if it was, for example, a contemporary textbook
compiled and widely distributed in England, then Marx very fre-
quently did not accompany his excerpts with an indication of from
where they were drawn. The task is complicated still further by the
fact that the majority of the books which Marx utilised are now
bibliographical rarities. In the final analysis all this work couid only be
completed at first hand in England, where, in order to resolve this
problem, were smdied and investigated in detail the stocks of the
extant literature in these libraries: the British Museum, London and
Cambridge universities, University College London, Trinity and St.
James’s Colleges in Cambridge, the Royal Society in London, and
finally the private libraries of the eminent 19th century Englishmen
de Morgan and Graves. Inquiries were made in other libraries as well,

il
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such as thar of St. Catherine’s College. For those manuscripts which
by nature were prepared from German sources, the German historian
of mathematics Wussing, at the request of the Institute, investigated
the bibliographical resources of the German Democratic Republic.

Photocopies of several missing pages of the maruscripts were
kindly provided by the Institute of Social History in Amsterdam,
where the originals of the mathematical manuscripts of K. Marx are
preserved.

Since the manuscripts are of the nature of rough drafts, one encoun-
ters omissions and even errors in the copied excerpts. The cor-
responding insertions or corrections are enclosed in square brackets.
As a result the square brackets of Marx himself are indicated with
doubie square brackets. Words which Marx abbreviated are written
out in full, but the text is basically unchanged. In places obsolete
orthography is even preserved.

. The primary language of the manuscripts is German. If a reference
in the manuscripts is in French or English, Marx sometimes writes his
commentsin French or English. In such cases Marx’s text turns out to
be so mixed that it becomes hard to say in what particular language the
manuscript is written.

The dating of the manuscripts also entailed great difficulties. A
detailed description of these difficulties is presented in the catalogue
of manuscripts. This last lists the archival sumber of the manuscript,
its assigned title, and the characteristics of either its sources or its
content. Where the title or subtitle is Marx’s own it is written in
quotation marks in the original language and in Russian translation.
In the first part of the book the titles not originating with Marx are
marked with an asterisk.

The inventory of the manuscripts is given in the sequence of the
arrangernent of the archival sheets. Marx’s own enumeration, by
number or letters, is given in the inventory together with the indi-
cation of the archival sheets. An indication of the archival sheets on
which they are found accompanies the published texts. All the manu-
scripts stem from fond 1, , opuscule 1.

The language of Marx’s mathematical manuscripts in many cases
departs from our usual contemporary language, and in order to
understand his thought it is necessary to refer to the sources he used,
to make clear the meaning of his terms. In order not to interrupt
Marx’s text, we place such explanations in the notes at the end of the
book. Then, where more detailed information about the subject-
matter of the sources consulted by Marx is found necessary, it is given
in the Appendix. All such notes and references are of a purely infor-
mational character.
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In Marx’s texts are a great number of underlinings, by means of
which he emphasised the points of particular importance to him. All
these underlinings are indicated by means of iralics.

The book was prepared by S.A. Yanovskaya, professor of the M. V.
Lomonosov Moscow Government University, to whom also are due
the Preface, the Inventory of mathematical manuscripts (compiled
‘with the assistance of A.Z. Rybkin), the Appendices and the Notes.
Professor K.A. Rybnikov took part in the editing of the book, per-
* forming among other tasks the greater part of the work of researching
the sources used by K. Marx in his work on the ‘Mathematical
Manuscripts’. In the preparation of the present edition the comments
and advice of Academicians A.N. Kolmogorov and I.G. Petrovskii
were carefully considered.

A.Z. Rybkin, chief editor for the physical-mathematical section of -

Nauka Press, and O.K. Senckina, of the Institute for Marxism-
Leninism of the Central Committee of the Communist Party of the
Soviet Union, directed all the work of editing the book, preparing it
for publication and proof-reading it. The book includes an index of
references quoted and consulted, as well as an index of names.
References in Marx’s text are denoted in the indices by means of
italics. -

ENGELS TO MARX

in London

August 10, 1881
Dear Mohr, '

. . . Yesterday I found the courage at last to study your mathe-
matical manuscripts even without reference books, and I was pleased to
find that I did not need them. I compliment you on your work. The
thing is as clear as daylight, so that we cannot wonder enough at the way
the mathematicians insist on mystifying it. But this comes

from the one-sided way these gentlemen think. To put % = g,
firmly and point-blank, does not enter their skulls. And yet itis clear

‘that {“% can only be the pure expression of a completed process if

the last trace of the guanta x and v has disappeared, leaving the
expreefsion of the preceding process of their change without any
quantity,

You need not fear that any mathematician has preceded you here.
This kind of differentiation is indeed much simpler than all others, so
that just now I applied it myself to derive a formula I had suddenly
lost, confirming it afterwards in the usual way. The procedure must
have made the greatest sensation, especially, as is clearly proved, since
the usual method of neglecting dxdy etc. is positively false. And that is

the special beauty of it: only if % = gis the mathematical opera-
tion absolutely correct.

So f)ld Hegel guessed quite correctly when he said that dif-
fe:_‘enuation had for its basic condition that the variables must be
raised to different powers, and at least one of them to at least the

second, or %—, power. Now we also know why.

If we say thatin ¥ = f{x) the x and y are variables, then this claim
has no further consequences, as long as we do not move on, and x and
¥ are still, pro tempore, in fact constants. Only when they really
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change, i.e. inside the function , do they indeed become variables, and
only then can the relation still hidden in the original equation reveal
- itself — not the relation of the two magnitudes but of their varia-

bility. The first derivative i—i shows this relation as it happens in

the course of real change, i.e. in each gizen change; the completed
derivative — % shows it in its generality, pure, and hence we can

come from :—i to each %’ while the latter itself only covers the special

case. However, to pass from the special case to the general rela-
tionship, the special case must be abolished (aufgehoben) as such.
Hence, after the function has passed through the process from x to x’
with all its consequences, x* can be allowed calmly to become x again;
itis nolonger the old x , which was variable in name only; ithas passed
through actual change , and the result, of the change remains, even if
we again abolish (gufheben) ir.

At last we see clearly, what mathematicians have claimed for a long
time, without being able to present rational grounds, that the
differential-guotient is the original, the differentials dx and dy are
derived: the derivation of the formulae demands that both so-called
irrational factors stand at the same time on one side of the eguation,

and only if you put the equation back into this its first form % = f{x),
as you can, are you free of the irrationals and instead have their
rational expression.

. Thething has taken such a hold of me that it not only goes round my
head all day, butlast week in a dream I gave a chap my shirt-buttons to
differentiate, 2nd he ran off with them.

Yours
FE
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ENGELS TO MARX

in Ventnor

London, November 21, 1882
Dear Mohr,

. + - Enclosed a mathematical essay by Moore. The conclusion that
‘the algebraic method is only the differential method disguised’ refers
of course only to his own method of geometrical construction and is
pretty correct there, too. I have written to him that you place no value
on the way the thing is represented in geometrical construction, the
application to the equations of curves being quite enough. Further,
the fundamental difference between your method and the old one is
that you make x change to x*, thus making them really vary, while the
other way starts from x + %, which is always only the sum of two
magnitudes, but never the variation of a magnitude. Your x there-
fore, even when it has passed through x” and again becomes the first
x, is still other than it was; while x remains fixed the whole time, if &
is first added to it and then taken away again. However, every
graphical representation of the variation is necessarily the rep-
res;ntatjon of the completed process, of the result » hence of a quantity
which became constant, the line x:its supplement is represented as
x+ h, two pieces of a line. From this it already follows that a

.gr:aphical representation of how x’, and again becomes «x,
1s impossible . . :
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MARX TO ENGELS
in London

Novembe; 22, 1882

1, St Boniface Gardens,
Ventnor

Dear Fred,

". .. Sam, as you saw immediately, criticises the analytical method
applied by me by just pushing it aside, and instead busies himself with
the geometrical application, about which I said not one word. In the
same way, I could get rid of the development of the proper so-called
differential method — beginning with the mystical method of Newton
and Leibnitz, then going on to the rationalistic method of d’Alembert
and Euler, and finishing with the strictly algebraic method of La-
grange {which, however, always begins from the same original basic
outlook as Newton-Leibnitz) — I could get rid of this whole historical
development of analysis by saying that practically nothing essential
has changed in the geometrical application of the differential calculus,
i.e. in the geometrical representation,

The sun is now shining, so the moment for going for a walk has
come, S0 ho more pro nune of mathematies, but I'l come back later to
the different methods occasionally in detail . . .

XXX
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Two Manuscripts on
Differential Calculus



1

‘ON THE CONCEPT OF
THE DERIVED FUNCTION™!

I

Let the independent variable x increase to x,; then the
dependent variable y increases to y,.?

Here in I) we consider the simplest possible case, where x
appears only to the first power.

1) y = ax; when x increases to x,,

Y1 =axjyand ¥y, -y =a(x; ~x) .
Now allow the differential aperation to occur, thatis, we letx,
take on the value of x. Then
X, =x; x,—x=0,
thus
a(x;—x)=a.0=0.

Furthermore, since y only becomes y, because x increases
to x4, we have at the same time

Y1 =%; y1—-y=0.

Thus

Y1—y =alx,—x)
changes 10 0 = 0.

First making the differentiation and then removing it there-
fore leads literally to nothing. The whole difficulty in under-
standing the differential operation (as in the negation of rhe
egation generally) lies precisely in seeing how it differs from
such a simple procedure and therefore leads to real results.

3
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If we divide both a{x; — x) and the left side of the cor-
responding equation by the factor x, — x, we then obtain

Yi— )y
xl_x

=a.

Since y is the dependent variable, it cannot carry out any
independent motion at all, y, therefore cannot equal y and
y1—y = 0 without x, first having become equal to x.

On the other hand we have seen thatx; cannot become equal
to x in the function a(x,— x) without making the latter = 0.
The factor x4 — x was thus necessarily a finite difference® when
both sides of the equation were divided by it. At the moment of
the construction of the ratio

Y™y
xl'—x

x; — x is therefore always a finite difference. It follows that

Y1~y
xl_x

is a ratio of finite differences, and correspondingly

-y _ 4Ly
x1—x Ax
Therefore
Yi—¥ e A _
n—x O Ax _“

where the constant a represents the limit value (Grenzwert) of
the ratio of the finite differences of the variables.>

Since @ is a constant, no change may take place in it; hence
none can occur on the right-hand side of the equation, which has
been reduced to @. Under such circumstances the differential
process takes place on the left-hand side

yi1—¥ or Al,
X,— X Ax

DIFFERENTIAL CALCULUS 5

and this is characteristic of such simple functions as ax.

If in the denominator of this ratio x, decreases so that it
approaches x, the limit of its decrease is reached as soon as it
becomes x. Here the difference becomesx; — x, =x—x = 0
and therefore also y, —y = y—y = 0. In this manner we
obtain

oo
I
]

Since in the expression % every trace of its origin and its

meaning has disappeared, we replace it with g—i » where the

finite differences x;— x or Ax and y,— y or Ay appear

symbolised as cancelled or vanished differences, or %i-’
dy
changes to ol
Thus
dy _
dx

The closely-held belief of some rationalising mathematicians
that dy and dx are quantitatively actually only infinitely small,

only approaching g , 1s a chimera, which will be shown even

more palpably under II).

As .for the characteristic mentioned above of the case in
question, the limit value (Grenzwert) of the finite differences is
therefore also at the same time the limit value of the diffe-
rentials.

2) A second example of the same case is

y=x
s YT Y =X x
Y1 T %X,
Y1~y YANY g 0 dy
ey or Ax_l’ 0or d—x—l.
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II

When in .y = f (x), the function [of] x appears on the
right-hand side of the equation in its developed algebraic expre-
ssion,® we call this expression the original function of x, its first
modification obtained by means of differentiation the pre-
liminary ‘derived’ function of x and its final form obtained by
means of the process of differentiation the “derived” function of x.”

Dy=ax®+bx +cx—c¢.
If x increases to x,, then
vy =ax} + bx? + cx;—e,
yi—y =a(xi-x*) + b(x3—-x?) + c(x;—x)
=alx;—x) (x4 + x,x + x2)

+b(x;=~x) (xy +x)+c(x;—x) .

Therefore

- A
Y17y or 22 = a(xi+ xx+x2)+b(xy +x)+c.
X;— X Ax

.and the preliminary ‘derivative’ |is]
a(x} +x,x+ x2)+ blx, +x)+ ¢

{and it] is here the limit value (Grenzwerr) of the ratios of the
finite differences; that is, however small these differences may
become, the value of % is given by that ‘derivative’. But this is

not the same case as that under I) with the limit value of the
ratios of the differentials.*

* In a draft of this wark (4146, P1.4), the following appears: ‘On the other
hand, the process of differentiation (Differentialprozess) now takes place in
the preliminary “derived” function of x {on the right-hand side}, while any
movement of the same process on [the] lefi-hand side is necessarily pro-
hibited.” — Ed.

e e 2 e PR+
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When the variable x, is decreased in the function
a(xi+xyx+x2)+ blx, +x)+ ¢

until it has reached the limit of its decrease, that is, has become
the same as x, [then] x} is changed to x2, x,x to x2, and
x; + x to 2x, and we obtain the ‘derived’ function of x:

3ax® + 2bx+ ¢ .

It is here shown in a striking manner:

First: in order to obtain the ‘derivative’, x; must be set = x;
therefore in the swrict mathematical sense x, — x = 0, with no
subterfuge about merely approaching infinitely [closely].

Second: Although we set x; = x and therefore x—-x =0,
nonetheless nothing symbolic appears in the ‘derivative’.* The
quantity x, although originally obtained from the variation of
x , does not disappear; it is only reduced to its minimum limit
value = x. It remains in the original function of x as a newly
introduced element which, by means of its combinations partly
with itself and partly with the x of the original function, finally
produces the ‘derivative’, that is, the preliminary derivative
reduced to its absolute minimum guantity.

The reduction of x; to x within the first (preliminary)

‘derived’ function changes the left-hand side [from] LY 14 g or
dy .
c‘i’; N thus:
dy 2
5 o i = 3ax* + 2bx + ¢ ,

* - . . . . .
The_d_raft contains the following statement: ‘Finding “the derivative” from

tl_le ongx_na! function of x proceeds in such a manner, that we first take a finite

differentiation (endliche Differentiation); this provides a preliminary *“‘deriva-

tive” which is the limit value (Grenzwert) of %—;’. The process of differentiation

(fof-‘.’renzia.lp'mzess) to which we then proceed, reduces this limii value to its
absolute minimum quantity (Minimalgrdsse). The quantity x; introduced in
the first differentiation does not disappear . . .» — Ed.
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so that the dertvative appears as the limit value of the ratio of the

differentals.

The transcendental or symbolic mistake which appears only
on the left-hand side has perhaps already lost its terror since it
now appears only as the expression of a process which has
established its real content on the right-hand side of the equ-
ation.

In the ‘derivative’

3ax? + 2bx + ¢

the variable x exists in a completely different condition than in
the original function of x (namely, in ax® + bx? + cx—¢). It
[this derivative] can therefore itself be treated as an original
function in turn, and can become the mother of another ‘deriva-
tive’ by the repeated process of differentiation. This can be
repeated as long as the variable x has not been finally removed
from one of the ‘derivatives’; it therefore continues endlessly in
functions of x which can only be represented by infinite series,
which fis] all too often the case.

The symbols 2, , : “2 etc., only display the genealogical
register of the ‘derivatives’ with respect to the original given
function of x. They are mysterious only so long as one treats
them as the starting point of the exercise, instead of as merely the
expresstons of the successively derived functions of x . For it indeed
appears miraculous that a ratio of vanished quantities should
pass through a new, higher degree of disappearance, while
there is nothing wonderful in the fact that 3x?, for example, can
pass through the process of differentiation as well as its mother
x3. One could just as well begin with 3x2 as with the original

function of x. '
~ But nota bene. The starting point of the process of dif-

%fc only in equations as [above} under I),

where x appears only to the first power. Then, however, as was
shown under I}, the result [is]:

ferentiation actually is

DIFFERENTIAL CALCULUS 9
éz o= a = dy
Ax Cdx "

Here therefore as a matter of fact no new limir value is found
from the process of differentiation which % passes through; [a
result] which remains possibie only so long as the preliminary
‘derivative’ includes the variable x, so long, therefore, as :—;i
remains the symbol of a real process.*

Of course, it is in no sense an obstacle, that in the differential
calculus the symbols dy d =3 | etc., and their combinations also

appear on the nght-hand side of the equation. For one knows as
well that such purely symbolic equations only indicate the
operations which are then to be applied to the real functions of
variables.

2) y =ax™.
As x becomes x,, then y; = ax] and

yi—y =alsf—x™)
=g(x;—x) (T + xP2% + xP3x2 + etc.

up to the term xT™ x™1),

Therefore

y1— A

xi_*—y or =2 = alxT ! + xP2x + 232 + ...
1— % Nx

+ xPm1)) |

We now apply the process of differentiation to this “pre-
timinary derivative’, so that

* The draft (Pl.?j includes this sentence: “This can only come abour, where
the preliminary “derived” function includes the variable x, through whose

motion, therefore, another truly new value may be formed, so that :—fr is
the symbol of a reat process.” — Ed.
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x, =x or x;—x=0
and
x™1 is changed into x™!;
xT2 jato x™ 3 = x™H1 =M1
xr{u-axz into -3y = xm—3+2 = xM-1 .
and finally,

Jc{n—m M1 jptg xm gl = xCH-m-l = xm-1,

We thus obtain the function x™1 m times, and the ‘deriva-
tive’ is therefore max™".
Due to the eqmvalence of xq = x within the prelumnary

derivative’,* on the left-hand side E is changed to g or g—,
therefore
dy
= max™!.
dx

All of the operations of the differential calculus could be
treated in this manner, which would however be a damned
useless mass of details. Nonetheless here is another example;
_since up to now the difference x, — x appeared only once in the
function of x and therefore disappeared from the right-hand
side by means of the formation of

— JaY
=Y o 22
X,— X Ax

This {is] not the case in the following:

3 y =a*;
Let x become x; . Then

X

Yy, =a

*On the right-hand side, that is. — Ed.

‘derivative’:

" DIFFERENTIAL CALCULUS 11

Therefore
yi—y = a*w— a* = ag*(a%*- 1) .
[But]
a** = [1+ (a— D™
and -

1+ (a— D™=

(xl— x) (xl""’ X — 1)

1+ (x,—x) (a= 1+ 3

{a— 1)? + etc.®

Therefore
yi—y =a*(@>- 1)

(x;—x)(x,—x— 1)
1.2

X(xy— x)a=- 1)+ (a— 1)?

+ (k1= xHx~x~ 1) (x,~x-2) (a— D3 + etc.|.
1.2.3
9 Yi—¥ Ay —
Xq,— X o Ax
(a— 1)+x11_;_ l(a— 1?2

" (x,—x— 1) (xy—x— 2)
1.2.3

(a— 1)3+ etc.

Now as x, = x and thus x, — x = 0, we obtain for the

a* {a-1) — é(a— 1% + %(a— 13- etc-l-
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Thus

dy _ _ _l _1y2 l _ 1N\3
»Ex»—.a" {a— 1) z(a |} +3(a [} etc.

If we designate the sum of the constants in parentheses A,
then
d
‘—gc = Aa* ;
but this A = the Napierian logarithm of the number* a, so that:

> 4

d: : . d.
-&'1 , or, when we replace y by its value: : =log a .a*,
X X
and
da* = loga.a*dx .
Supplementary'®

We have considered

1) cases in which the factor (x; — x) {occurs] only once in
[the expression which leads to] the ‘preliminary derivative’ —
Le. |in] the equation of finite differences!’ — so that by means
of the division of both sides by x; — x in the formation of

Y17y &Y
x,—x Ax

this same factor is therefore eliminated from the function of x.

2} (in the example d(a*)) cases in which factors of (x; — x)
remain after the formation of %i 12

3) Yet to be considered is the case where the factorx, — x is

not directly obtained from the first difference equation ¢ [which
leads to] the ‘preliminary derivative’).

* Qriginal: ‘root’. - Trans.

LRI
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y—_- f2+x2
y1 = Ja? +x1,

a® +x3— a? + x2 5

we divide the functon of x, the left-hand side as well, there-
fore, by x; — x. Then

Y1~ (Orﬂ) -

Ja2+ x3 - \/a2+x2
xl'—x Ax '

X,—x

In order to rationalise the numerator, [both] numerator and

denominzator are multiplied by \/az + x%+ \/az + x2, and we
obtain:

&y 2+:vc2 (a2 + x?)
Ax = X)(Ja?+ 3+ a2+ x%)
x3— x2

(x;— x)(Ja?+ x3+ Ja2+ x?)

But

xi— x?
(x,— 0)(Ja?+ x1+ Ja? + xD)

(x1— x)(x,+ x)
(x,— x)(Ja? + x3+ Ja?+ x?)

So that
Ay x;+x

Ax Ja? + x3 + Ja® + x¥
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Now when x,; becomes = x, or x; —x = 0, then

So that

dy 2x

X

dax 2/a% + x*

dyordja®+ x* =

=Ja2+x2'

xdx
T+

T

P _._!:;

ON THE DIFFERENTIAL®
I

1) Let f(x) or ¥ = uz be a function to be differentiated; u
and £ are both functions dependent on the independent var-
iable x. They are independent variables with respect to the
function y, which depends on them, and thus on x.

Y1 = U124,

Y=y T U8~ uz = 3,(u,— u) + u(g, ~ g),

Y1y by  u;—u Z21—2 2088 ule
—= u = + .
X~ X Ax S Xg—XxX . xXy—X Ax  Ax

*

Now on the nght—ha.nd side let x; = x, so thatx; — x.= 0,

likewise u, —~4 = 0, 2,—g = 0; so that the factor £, in
oy :;__ = also goes to z; finally on the left-hand side

¥y =0, Therefore:

Which equation, when all its terms are multiplied by the
common denominator dx, becomes

B) dy ord(ug) = 2 du+ u dz .1

2) Consider for the time being the first equation A):

d.—..y=ziuﬁ+u@
dx T dx dx

* The last part of the equation was apparently added by Engels — Ed.

15
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In equations with only one variable dependent on x, the final
result has always been

=flx) ,

and f{x), the first derived function® of f(x), has been free! of
_all symbolic expressions, for example, mx™! when x™@ is the
original function of the independent variable x. As a direct
result of the process of differentiaton which f(x) had to pass
through in order to be transformed into f{x), its shadow image

(Doppelgdnger) ogor g—i appeared as the symbolic equivalent on
the left-hand side opposite f{x), the real differential co-
efficient.!¢ Alternately g or ‘% found its real equivalent in f{x).

In equation A) by contrast, f(x), the first derivative of uz,
itself includes symbolic differential coefficients, which are
therefore present on both sides while on neither is there a real
value. Since, however, g has been handled in the same manner
as the earlier functions of x with only one independent variable,
this contrast is obviously a result of the peculiar character of the
beginning function itself, namely uz. A more complete treat-
ment of this is found under 3).

For the moment, it remains to be seen whether there are any

_twists in the derivation of equation A).

On the right-hand side
U8 A g BTE o O
X, —~X or /_\xand X=X or Ax
becomeg ,g— because x; has become = x, so thatx, — x = (.
9 du dr .
In place of 2 o’ o Ve put - dz . without further ado. Was

‘that permissible, since these > ; figure here as the multipliers of

the variables u and z respectively, while in cases with one

* Synonymous with ‘derivative’ — Trans.

AP, AT G L et e T B el
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independent variable the single symbolic differential coef-

ficient — %or Z—i — has no multiplier other than the con-
stant, 1?
If we place the primitive problemahc form of % =’ :: on

0

the right-hand side it becomes: zy+ ua. If we then multiply

z and u by the numerators of the 9 accompanying them,

we obtain: + —, and since the variables z and u themselves

0
become = 0 17 as are their derivatives as well, so that [we

| obtain] finally:

du dz
) = 0 and not SE_+u£c

This procedure, however, is mathematically false.
Let us take, for example

ul—ru Au .

- 5 2

X;~x Ax

one does not first obtain the numerator = 0 because one has
begun with it and set u1 — u = 0, but rather the numerator only
becomes 0 or 4, — 4 = 0 because the denominator, the dif-

ference of the mdependent variable quantities x , thatisx, — x,
has become =

Therefore what arises opposite the variables u and z is not
0 but (%), whose numerator in this form remains inseparable
from its denominator. Consequently as a muldplier % then
could nullify its coefficients only when and so far as

0
6—-0.

Even in the usual algebra it would be false, in the case where a
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product P g takes the form P .g , to conclude immediately

that it must be = 0, although it may be set always = 0 here,
since we can begin'® the nullification arbitrarily with
numerator or denominator.

T 2 .
For example, 1:’.Jc : . Let [because x = g x2 be
set = a2, so that x? — @ = (; we then obtain: P. ——%,
and the last [term] may be set = 0, since % can just as

readily be 0 ss any other number.
By contrast, let us reduce x2 — a2 to its factors, so that we
obtain '

X—a
Xx—a

P.

Ax+ a) = P(x+ a), and since x = a,'* = 2Pa .

Successive differentiation — for example, of x3, where % first -

becomes = 0 only in the fourth derivative, since in the third the
variable x has run out and is replaced by a constant — proves

that 9 becomes = 0 only under completely defined conditions.

In our case, however, where the origin of 15 known to

Sy
Ax .
two deserve, as above, the ‘uniform’ (die Uniform) --

be the differential expression of A—x s rapecuvely, the

da'du
dx *dx

3) In the equations, suchasy =x™ ,y = = g* etc. , which have
been treated previously, an enginal function of x stands opposite
a y ‘dependent’ on it.

Iny = uz, both sides contain ‘dependent [variables)’. While
herey depends directlyon u and z,soin turn « and z [depend]
as well on x. This specific character of the original function uz
necessarily stamps on its ‘derivatives’ as well.

That « 1s a function of x, and z apother function of x
is represented by:

o E T
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u = flx), Ui = RKx.)— fx),

and

z2=@(x); 23—z = @(xg)— @(x) .

But neither the beginning equation for f{x) nor for @(x)
leads to an original function of x, that is, a definite value* in x.
Consequently # and =z figure as mere names, as symbols of
functions of x; therefore as well only the general forms of this
ratio of dependence (Abhdngigkeitsverhalmis) :

M) f) g glx)- Qx)

X~ X X{—X X1— X X1—- X

is generaied immediately by the process of taking the deriva-
tive. The process has now reached the point where x, is set = °
x,so that x, — x = 0, and those general forms are transformed
to '

deg _ do(x)

dc«. dx ’ dx dx ’

du = dfix)

and the symbolic differential coefficients %‘i , gf become as
such incorporated into the ‘derivatives’.

In equations with only one dependent variable, = has no

other content at all than dx =

the symbolic differential expression of
| —y _fx)-fix) >

X1—X Xy1— X

4% 1 ave here. It is also merely.

Although the nature of — that is, of symbolic coef-

dx ’ d
ficients in general — is in no way altered when they appear
within the dertvative itself, and so on the right-hand side of the

* ‘Definite expression’ is meant — Ed.
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differential equation as well, nonetheless their role and the
character of the equation are thereby altered.

Let us represent the original function of ug, in combination,
by f(x), and their first ‘derivative’ by f(x),

d dx d
then becomes:
dy _
o = f(x)

We have obtained this very general form for equations with
only one dependent variable. In both cases the beginning forms

of j—i arose from the process of taking the derivative
(Ableitungsprozesse), which transforms f(x) into f{x). So soon,
therefore, as f{x) becomes f (x), < stands opposite the latter

as its own symbolic expression, as its shadow image (Dop-
pelgdnger) or symbolic equivalent. '

In both cases, therefore, 35»; plays the same role.

It is otherwise with :—: s j—i . Together with the other elements

of f{x), into which they are incorporated, in j—': they meet

with their symbolic expression or their symbolic equivalent,
but they themselves do not stand opposite the f(x), p{x)
whose symbolic shadow images they would be in turn. They are
brought into the world unilaterally, shadow figures lacking the
body which cast them, symbolic differential coefficients with-
out the real differential coefficients, that is, without the cor-
responding equivalent ‘derivative’. Thus the symbolic diffe-
rential coefficient becomes the autonomous starting point whose
real equivalent is first to be found. The initiative is thus shifted
from the right-hand pole, the algebraic, to the left-hand one,
the symbolic. Thereby, however, the differential calculus also
appears as a specific type of calculation which already operates
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indepeﬁdently on its own ground (Boden). For its starting

pomts belong only to it and are mathematical quanumes

d:c dx
characteristic of it. And this inversion of the method arose as a

~ result of the algebraic differentiation of uz. The algebraic method

therefore inverts itself into its exact opposite, the differential
method.*

Now, what are the corresponding ‘derivatives’ of the sym-
. g . . du d. - .
bolic differential coefficients d—u s d—z ? The beginning equation
X X

y. = uz provides no data for the resolution of this question. This
last [question| may still be answered if one substitutes arbitrary
original functions of x for 4 and 2. For example,

=x'; z=xl4ax?.

Thereby, however, the symbolic differential coefficients

% s j—: are suddenly transformed into operational symbols

(Operationssymbole ), into symbols of the process which must be
carried out with x* and x® + ax? in order to find their ‘deriva-
tives’. Originally having arisen as the symbolic expression of
the ‘derivative’ and thus already finished, the symbolic diffe-
rential coefficient now plays the role of the symbol of the

* The draft of the work ‘On the Differential’ (4148, P1.16-17) contains this
paragraph

‘du oy - P .
E'n l'.hrown over, Born within the derwauve, they, together with the

remaining elements of the same, meet in & % 2 their own symbolic expression,

therefore their symbolic equivalent. But Lhey themselves exist withourt equi-
valent, real differential coefficients, that is without the derivative f{x) ,@{x)
whose symbolic expression they in turn had been. They are the completed
differential symbols whose real values figure as shadows whose bodies are ta
be sought first, The problem has thus been turned around before one’s eyes.
TT}E symbolic differential coefficients have become autonomous starfing
ponts, for whom the equivalent, the real differential coefficient or the cor-
responding derived function, is first to be sought. Thereby the inidative has
been shifted from the right-hand pole to the left. Since this inversion of the
methad originated from the algebraic manipulation of the function uz, it has
itself been demonstrated algebraically.” — Ed.



22 v MATHEMATICAL MANUSCRIPFTS

operation of differentiation which is yet to be completed.
At the same time the equation
dy du dz
ix  ° dx tu dx’
from the beginning purely symbolic, because lacking a side free
of symbols, has been transformed into a general symbolic oper-
ational equation.

I remark further that* from the early part of the 18th century
right down to the present day, the general task of the diffe-
rential calculus has usually been formulated as follows: to find
the real equivalent of the symbolic differental coefficient.

4)

This is obviously not the simplest expression of equation A),
since all its terms have the denominator dx in common. Let this
be struck out, and then:

B) d(uz) or dy = zdu+ udzs .

Any trace in B) of its origin in A) has disappeared. It is
therefore equally as valid when # and = depend on x as when
they depend @nly reciprocally on one another, without any
relation to x atall.?! From the beginning it has been a symbolic
equation and from the beginning could have served as a sym-
bolic operational equation. In the present case it means, that
when

y = zu etc.,
that is = a product of any arbitrary number of variables mul-
tiplied together, then dy = a sum of products, in each one of
which one of the factors is treated as a variable while the other
factors are treated as constants, etc.
" For our purpose, namely the further investigation of the

differential of y in general, form B) nonetheless will notdo. We
therefore set:

* The following is in the draft: ‘save for a few exceptions’. — Ed.

et
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‘ u=x%. z=x3+ax?.
so that
du = 4x3dx , = (3x? + 2ax)dx ,

as was proved earlier for equations with only one dependeht
variable. These values of du , dz are brought into equation A),
so that

A) g-'!= (x*+ ax?)

4x3dx + x4(3x2 + 2ax)dx

» I ; and then

dy

Ir = (x% + ax?)4x* + x*(3x? + 2ax) ;

therefore ,
dy = [(x* + ax?)4x> + x*(3x% + 2ax)} dx.

The expression in brackets is the first derivative of uz; since,
however, uz = f(x) , its derivative is = f(x); we now substitute
the latter in place of the algebraic function, and so:

dy = flx)dx .

We have already obtained the same result from an arbitrary
equation with only one variable. For example: -

= xm,

dy
dx

dy = f(x)dx .

In general we have: if y = f(x), whether this function of x is
now an original function in x or contains a dependent variable,
then always dy = df(x) and df(x) = f(x)dx, and so:

B) dy = f(x)dx is the most generally valid form of the
differential of y. This would be demonstrable immediately also
if the given f(x) were f(x, 2), that is a function of two mutually
independent varigbles. For our purposes, however, this would be
superfluous.

=mx™ = flx) ,
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I
1) The differendal

dy = flx)dx

appears right away to be more suspicious than the differential
coefficient

= f{x)

from which it is derived.
In &
Cdx
bound; in dy = f{(x)dx they are apparently separated, so that
one is forced to the conclusion thatitis only a dlsgulsed expre-
ssion for

0 . .
=3 the numerator and denominator are inseparably

0=f(x).0 or 0=0,
whereupon ‘nothing’s to be done’ (‘nix zu wolle’).

A French mathematician of the first third of the 19th cen-
tury, who is clear in a completely different manner than the
well-known [to you| ‘elegant’ Frenchman,?? has drawn a con-
nection between the differential method and Lagrange’s algeb-
raic method: —— Boucharlat says:

If for example% = 3x2, then —::%alias% , or rather its value

3x2, is the differential coefficient of the function y. Since ij’

is thus the symbol which represents the value 3x2, dx must
always stay (stehn)* under dy, but in order to facilitate algebraic

operation we treat%: as an ordinary fraction and % = 3x? asan

ordinary equation. By removing the denominator from the
equation one obtains the result

dy = 3x%dx ,
which expression is called the differential of 3.3

* The draft has: ‘remain’ (stehn bleiben) — Ed.
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Thus, in order ‘to facilitate algebraic operation’, one intro-
duces a demonstrably false formula which one baptises the
‘differential’.

In fact the situation is not so nasty.
0* .. .
In o the numerator is inseparable from the denominator,

but why? Because both only express a ratio if they are not
separated, something like (dans Pespéce) the ratio?* reduced to
its absolute minimum:

-y _ fxq1)— flx)

Xq1— X X1~ X

‘where the numerator goes 1o { because the denominator has

done so. Separated, both are 0; they lose their symbolic mean-
ing, their reason.

~ Assoon, however, as x; — x = 0 achieves in dx a form which
is manifested without modification as the vanished difference in
the independent variable x, so that dy as well is a vanished
difference in the function of x or in the dependent [variable] y,
then the separation of the denominator from the numerator
becomes a completely permissible operation. Wherever dx
stands now, such a change of position leaves the ratio of dy to

dx undisturbed. dy = f (x)dx thus appears to us to be an
alternative form of

= f(x)

and may always be substituted for the latter.2%

_2) ‘The differential dy = f{x)dx arose from A) by means of a
direct algebraic derivation (see I,4), while the algebraic deri-
vation of equation A) had already shown that the differential
symbol, somewhat like (dans Uespéce) the symbolic differential
coefficient which originally emerged as a purely symbolic
€xpression of the algebraically performed process of dif-
ferentiation, necessarily inverts into an independent starting

* The draft has: “In the form g’ — Ed.
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point, intoa symbol of an operation yet to be performed, intoan
operational symbol, and thus the symbolic equations which
have emerged along the algebraic route also invert into sym-
bolic operational equations (Operationsgleichungen).

We are thus doubly correct in treating the differential
y = flx)dx as a symbolic operational equation. So we now
know a priori, that if

y = f(x) [then] dy =df(x} ,

that if the operation of differentiation indicated by df(x) is
performed on f(x), the result is dy = f{x)dx, and that from
this results finally

dy _ ..
= flx) .

As well, however, from the first moment that the differential
functions as the starting point of the calculus, the inversion of
the algebraic method of differentiation is complete, and the
differential calculus itself therefore appears, a unique, specific
method of calculating with variable quantities.

In order to make this more graphic I will combine at once all
the algebraic methods which I have used, while setting simply
f(x) in place of a fixed algebraic expression in x, and the
‘preliminary derivative’ (see the first manuscript*) will be
designated as f(x) to distinguish it from the definitive ‘deriva-
tive’, f(x). Then, if

f) =y,  fxd) =1,
{then]
flx)~ fx) =y, —yor Ly,
Fix) (x,—x) =y3—yor2y.

The preliminary derivative mustt contain expressions in x;

* See ‘On the Concept of the Derived Function’, p.3 above — Ed.
+ The draft has: ‘musz as'a rule’ — Ed.
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and x exact..ly like the factor (x, — x) with the single exception
when f(x) is an original function ro the first power:

_Yi—y by
Fx) s 2 Ax

We now substitute into f(x)
xy =xsothatx;—x =0,
and thus obtain:

_¢ dy
flx) 0o o

and finally
flx)dx =dy or dy = f(x)dx .

.The differential of y is therefore the conclusion of an algeb-
raic development; it becomes the starting point for differential
calculus operating on its own ground. dy, the differential®® of y
— consiflered in isolation, that is, without its [real| equivalent
— here immediately plays the same role as Ay in the algebraic

Eethod; and the differental of x, dx, the same role as Ax does
ere.

If we had, in
Ay _
K; "'fl(x)

cleared the denominator, then

D Ay = FA(x) Ax .
) On the other hand, beginning with the differential calculus as
4 separate, complete type of calculating — and this point of
_epartl.lre has -been itself derived algebraically - we start
Immediately with the differential expression of I), namely:

II) dy = flx)dx .
3) Since the symbolic differential equation (Gleickung des

D' . . .
mifferennals) arises mmply by the algebraic handling of the
ost elernentary functions with only one independent variable,
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it appears that the inversion of the method (Umschlag in der
Methode) could have been developed in a much more simple
manner than happened with the example

y=usg.

The most elementary functions are those of the first degree;
they are:

a)y = x, which leads to the differential coefﬁcient% =1,s0

that the differential is dy = dx.

b)y = x=ab; it leads to the differential coefficient 3

that again the differential is dy = dx.
¢)y = ax; it leads to the differential coefﬁcientf% = g, so that

the differential is dy = adx.
Let us take the simplest case of all (under a)). Then:

Yy =X,
Y1 = X1

yi—yor Ay =x;—x or Ax .

Y-y Ly _ -
D — or = 1. Thus also Ay Ax. In

x4 is now set = x, orx; —x = 0, and thus:

Ly
Dx

IT) % or % = 1; so thatdy = dx.

- . FAY
Right at the start, as soon as we obtain I A—i = ], we are

forced to operate further on the left-hand side, since on the
right-hand side is the constant, 1. And therein the inversion of
the method , which throws the initiative from the right-hand side

to the left-hand side, once and for alt from the ground up proves -

to be in fact the first word of the algebraic method itself.

Let’s look at the matter more closely.
The real resuit was:

‘i-‘i=1,so
X .
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Ay_*
I s =1.

0 dy
I - hacs AN
I)Oor I 1.

Since both I) and II) lead to the same result we may choose
between them. The setting of x; — x = 0 appears in any case to
be a superfluous and therefore an arbitrary operation. Further:
we operate from here on in II) on the left-hand side, since on
the right-hand side ‘ain’t no way’, so that we obtain:

0 d?y

601'3;'5:0,

The final conclusion would be that g = 0, so that the method

is erroneous with which g was obtained. At the first use* it

1ead§ to nothing new, and at the second to exactly nothing.?”
Finally: we know from algebra that if the second sides of two

equations are identical, so also must the first sides be. It there-
fore follows that:

dy _ Ay

dx Ax’

Since, however, both x andy, the variable dependent on x, are
variable quantities, Ax while remaining a finite difference may
be infinitely shortened; in other words it can approack 0 as
closely as one wants, so that it becomes infinitely small; there-

gore the Ay dependent on it does so as well. Further, since
— Ay . ..

d‘i = & it follows therefrom that % really signifies, not the
extravagantg , but rather the Sunday dress (Sonntagsuniform)

FaY . . . .
of Z—i, as soon as the latter functions as a ratio of infinitely

small differences, hence differently from the usual difference
calculation.

For its part the differential dy = dx has no meaning, or more

.~
Original: ‘coup’, French for ‘surike’, ‘blow’ — Trans.
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correctly only as much meaning as we have discovered for both
differentials in the analysis of %-i . Were we to accept the

interpretation just given,?® we could then perform miraculous
operations with the differendal, such as for example showing
the role of adx in the determination of the subtangent of the
parabola, which by no means requires that the nature of dx and
dy really be understood. '

4) Before I proceed to section III, which sketches the his-
torical path of development of the differential calculus on an
extremely condensed scale, here is one more example of the
algebraic method applied previously. In order graphically to
distinguish it I will place the given function on the left-hand
side, which will always be the side of the initiative, since we
always write from left to right, so that the general equation is:

x® + Px™ + etc. +Tx+U =10,
and not
0 =x™+ Px™1 + etc. + Tx+ U.

If the function y and the independent variable x are divided
into two equations, of which the first expresses y as a function
of the variable %, while on the other hand the second expresses

u as a function of x , then both symbolic differential coefficients in
combination are to be found.?® Assuming:

)] =y,
then
2) ¥+ax? =u;

3“% =¥

dtaxi=uy .
We deal with equation 1) for the present:
3ul-3u =y.—y,
i ~u?) =y
3(uy—u) (g +u) =y1- ¥,

— JAY
3(u, +u) Ty o 2
Uy - U FANT
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On the left-hand side z, is now set = u,sothat u, — u = 0
then: ' ,

dy

3u+u) =
(+ ) du’
dy
I2u) ==
(2u) du’
&‘zéj.’._
du

We now substtute for « its value x* + ax2, so that:
3). 6(x3 + ax?) = il .
: du
Now applying ourselves to equation 2}
x3+ ax3~ x*—ax* =uy,—u ,

(F—xN+alxi-x*)=u,—u,

(x;—x} (X2 + xx+x2)+a(xy—x) (X, + %) =u,—u,

(;xi-f-x x+x)+a(x, +x) = 2" H Lu
1 )+ a(x, + x) xi—x o A

We set x; = x on the left-hand side, so that x, — x = 0 .

Therefore
' (x’+xx+x’)+a(x+x)=%.
4) 32+ 210 = %
dx

We now multiply eguations 3) and 4) together, so that:
30 .
5) 6(x*+ ax?) (3x2 + 2ax) = 24 . du _dy
du dx dx’

Thus, by algebraic means the operational formula

d_yzdy du

dx  du  dx’
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has been found, which is also occasionally applicable to equ-
ations with two independent variables.

The above example shows that it is not witchcraft to trans-
form a development demonstrated from given functions into a
completely general form. Assume:

D y=fu), y1=fu,), yi—y=flu)— fu),
_ so that therefore
2) u=g(x), u; =¢(x,), U —u=@(x)~ @(x).

From the difference under 1) comes:
yi-y _Ffu)—f)  dy _dfw)

3
Uy —u U, —u du du

>

however, since df(u) = flu)du,

dy _ flw)du
du du °’
consequenty
dy _
3) T = flw) .

From the difference under 2) follows:

up - u _ 9lxg)— @lx) du _ do(x)
X;—- X X, X > dx  dx O’

and since do(x) = @(x)dx ,
du _ 9(x)ds
dx dc °
so that:

4) du ex) .
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We multiply equation 3) by 4), so that;
dy du dy3t .
5) 2; . -Ex- or d_:; = f'(u) cp(x) Q.ED

N. III‘. The conclusion of this second instalment will follow,
as soon as I consult John Landen at the Museum.3?
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As soon as wereach the differentiation of f{u,2) {=uz|, where
the variables 4 and z are both functions of x, we obtain — in
contrast to the earlier cases which had only one dependent
variable, namely, y -— differential expressions on both sides, as
follows: :

in the first instance

b _ du ds

dx zdx+udx;'

in the second, reduced form

dy = zdu + uds,

which last also has a form different from that in one dependent
variable, as for example, dy = max™'dx, since here that

immediately gives us the j—i relieved of differental symbols

flx) = max™?!, which is by no means the case in dy =
zdu+ udz. The equations with one dependent variable
showed us once and for all how the derived functions of [func-
tions in] x, in this case of x™, were obtained through actual
differentiation [taking of differences| and their later can-

cellation, and at the same time how there arose the symbolic

0

equivalent i % for the derived function. The substi-
(]

tution o Z—i here appears not only permissible but even

necessary, since % in its primitive (waldurspringlichen)

37
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form = any quantity, because % = X always leads to
0 = 0. % appears here, however, equal to an exactly
defined (ganz bestimmten) specific value, = mx™ 1, and

is itself the symbolic result of the operations whereby

this value is derived from x™; it is expressed as such

a result in gX . Thus s (= 9) is established from its
x dx 0

origin as the symbolic value or differential expression of

the already derived f{x), not, conversely, f{x) obtained
by means of the symbol %.

At the same time, however, as soon as we have achieved this
result and we therefore already operate on the ground (Boden)
of differential calculus, we can reverse [the process); if, for
example, we have

= flx) =y
to differentiate, we know immediately (von vornherein)
dy = mx™1dx
or
dy _  mt
i

Thus here we begin with the symbol; it no longer figures as
the result of a derivation from the function [of] x; rather instead
as already a symbolic expression®S which indicates which oper-
ations to perform upon f(x) in order to obtain the real value
of % , i.e. f(x). In the first case % or -:lx is obtained as the
symbolic equivalent of f{x); and this is necessarily first, in

order to reveal the origin of % ; in the second case f(x) is
obtained as the real value of the symbol % . But then, where
% R %; become the operational formulae
(Operationsformeln) of differential calculus,*® they may as such

the symbols
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formulae also appear on the right-hand side of the equation , as was
a]read.y th‘e case in the simplest example dy = f{x)dx. If such an
equation in its final form does not immediately give us, as in this

&y . ..
case, o = f(x), etc., then this is proof that it is an equation

which simply expresses symbolicalty which operations are to be
performed in application to defined (bestimmten) functions.

_ And this is the case — and the simplest possible case —
immediately in d{uz), where % and =z are both variables while
both are also functions of the same third variable, i.e. of x.37

Given to be differentiated f(x) ory. = uz, where u and z are
both variables dependent on x. Then

Y1 T Us2,y
and
Yi—yYy=u 2z —uz.,
Thus:
Y17V %1% uz
Xp— X ‘xl-x _xl—x
or
Ay _uiz,—uz
Ax X,—x
But

U2y —uz =z, (uy—u)+u(zg;—2) ,
since this is equivalent to
zlul""’zlu‘l' uzl_ U2 = 24Uy — Uz .
Therefore:

U2y —~ uz ty— U gy— 2
— T & + u .
X1—x X1— X X;—X
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If now on both sides x; — x becomes = 0, or x, =x, thenwe
would have u, — u = 0, sothat 4, =u, and 2, ~ 2 = 0, so that
24 = z; we therefore obtain

dy du dz

o Pt

and therefore
d(us) or dy = zdu+ udz .

At this point one may note in this differentiation of uz — in
distinction to our earlier cases, where we had only one dependent
variable that here we immediately find differential symbols on
both sides of the equation, namely:

in the first instance

in the second
d{uz) ordy = zdu + udz

which also has a different form from that with one independent
variable, such as for example, dy = f(x)dx; for here division by

dx immediately gives us j—yx = f{x)dx which contains the specific

value (Spezialwert) free of symbolic coefficients, derived from
any function of x, f(x): which is in no sense the case in
dy = gdu + udz.

It has been shown how, in functions with only one independent
variable, from one function of x, for example f(x) = x™, a
second function of x, f{x), or, in the given case mx™ 1 may be
derived by means of actual differentiation and subsequent can-
cellation alone, and at the same time how from this process the
0
0
on the left-hand side of the equation.

Further: the substitution «g—= :‘E here was not only permissible

but mathematically necessary. Since % in its own primitive form

symbolic equivalent - = :—z for the derived function originates
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may have any magnituc_ie at all, for g = X always gives 0 = 0.

Here, however, —g- appears as the symbolic equivalent of a

com?h_etely defined real value, as above, for example, mx™1,
and is lts.e]f only the result of the operations whereby this value -
was derived from x™; as such a result it is firmly fixed

(festgehalten) in the form :—1 )

Here, therefore, where g (= % ) is established in its origin,

f(x) is by no means found by using thé symbol :—i’-; rather

instead the differential expression % [appears] as the symbolic
equivalent of the already derived function of x.

Once we have obtained this result, however, we can proceed

in reverse. Given an f(x), e.g. x™, to differentiate, we then
first look for the value of dy and find dy = mx™1dx, so that

4 . - .
ﬁ = mx™1. Here the symbolic expression appears (figuriert)

as the point of departure. [We] are thus (s0) already operating
on the ground of differential calculus; that is, :—i’ etc. already

perform as formulae which indicate which known differential

operations to apply to the function of x. In the first case

d: 0 .
= (= 3 ) was obtained as the symbolic equivalent of f(x),

in the second f(x) was sought and obtained as the real
, 2

value of the symbols % , %J—; , etc.

These symbols having already served as operational formulae

(Operationsformeln) of differential calculus, they may then also
appear on the right-hand side of the equation, as already hap-
Pem:d in the simplest case, dy = f{x)dx. If such an equation in
its final form is not immediately reducible, as in the case

b f(x), that is to a real value, then that is

mentioned, to = =
dx
proofthat it is an equation which merely expresses symbolically
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which operations to use as soon as defined functions are treated
in place of their undefined [symbols].

The simplest case where this comes in is d(u2), where u and
g are both variables, but both at the same time are functions of
the same 3rd varisble, e.g. of x.

If we have here obtained by means of the process of dif-
ferentiation (Differenzierungsprozess) (see the beginning of this
in Book I, repeated on p.10 of this book*)

then we should not forget that ¥ and 2 are here both variables,
dependent on x , so y is only dependent on x, because on u and
2 . Where with one dependent variable we had it on the symbolic
side, we now have the two variables u and # on the right-hand
side, both independent with respect to y but both dependent on
x, and their character [as] variables dependent on x app-

ears in their respective symbolic coefficients :T‘: and % I

we deal with dependent variables on the right-hand side, then
we must necessarily also deal with the differential coefficients
on that side.

From the equation

dy _ du+ud_-_z

dx “dx "x
it follows:
d(uz) ordy = zdu+ udz.
This equation only indicates, however, the operations to per-

form when (sobald) u and 2z are given as defined functions.
The simplest possible case would be, for example,

=gx , g = bx .

* See p.39 of rthis volume.

DRAFTS 43
Then _
’d(uz) or dy = bx .adx + a:; Jbdx
We divide both sides by dx, so' that:

d
3’2 = gbx + bax = 2gbx
X

and
d‘Z
-dx—':=ab+ba=2ab .

If we take, however, the product from the very beginning,

¥y or uz =ax.bx = agbx?,
then '

2
uz or y = abx?, dl=2.abx, %=Zab.

dx

As soon as we obtain a formula such as, for example,
. du . . . .
w =] = 20 LS clear that the equation, ‘what we might

call’* a gt?neral operational equation, [is| a symbolic expression
of the differential operation to be performed. If for exam-

ple we take [the] expression y 3—; » where y is the ordinate

and x the abscissa, then this is the general symbolic expression
for the subtangent of an arbitrary curve (exactly as
d(uz) = zdu + udg is the same for the differentiation of the
product of two variables which themselves depend on a third).
So long, however, as we leave the expression as it is it leads to
nothing further, although we have the meaningful rep-
resentation for dx, that it is the differential of the abscissa, and
for dy, that it is the differential of the ordinate.

In order to obtain any positive result we must first take the
eq}lation of a definite curve, which gives us a definite value for
Y In x and therefore for dx as well, such as, for example,

* In English in original text — Trans.
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y2 = agx, the equation of the usual parabola; and then by
means of differentiation we obtain 2ydy = adx; hence

dx = 223—’. If we substitute this definite value for dx

dx
into the general formula for the subtangent, y % ° we then

obtain
ydy
"2 _y-dy _ B
dy ady a’

and since ¥? = ax , [this]

Zax _,
a

which is the value of the subtangent of the usual parabola; that

is, it#s = 2 X the abscissa. If, however, we call the subtang-

. dx
ent T, so that the general equation runs y & = 1, and

ydx = tdy. From the standpoint of the differential calculus,
therefore, the question is usually (with the exception of

Lagrange) posed thus: to find the real value for % .
The difficulty becomes evident if we then substitute the

L d
original form g— for —':: etc.

d
dy du dz
dx  °dx o dx
appears as
0.0, 0
0 "0 0’

an equation which is correct but leads nowhere (su nichis), all
the less so, since the three % s come from different differ-

ential coefficients whose different derivations are no longer
visible. But consider:
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1) Even'in the first exposition with one independent var-
iable, we first obtain

0 dy _ . _
0 or Ix = f(x) ; so that dy = f{x)dx .
But since
dy 0 _ _ _
0 dy =0anddx = 0,s0that 0 = 0 .
Although we again substitute for % its indefinite expression
% we nonetheless commit here a positive mistake, for %

is only found here as the symbolic equivalent of the real
value f{(x), and as such is fixed in the expression % , and
thus in dy = f{x)dx as well.

u— du o0
2) o becomes % T o>

becomes = x,, or x, — x = (; we thus obtain right away not

0 but rather 2 for “1 =%
0 xl_x
0

g can have any value, and that in a specific case it has

because the variable x

; we know however in general that

the specific value (Spezialwert) which appears as soon as a
defined function of x enters for u; we are thus not only cor-

rect in substituting g—l: for % , but rather we must do it, since

j—’; as well as :z—x appear here only as symbols for the differ-

ential operations to be performed. So long as we stop with the
result

iyxzd_!‘+u4_2

dx dx dx’
so that

dy = zdu + udz ,
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:" , j’ , du and dz also remain indefinite vaiues, just

like —0~ capable of any value.

then

3) In the usual algebra % can appear as the form for

expressions which have a real value, even though g can be a

2
a

, we set
a

symbol for any quantity. For example, given 2 -

x = a so that x— @ = 0 and x? = a?, and therefore x? — a? =
0. We thus obtain

x-a* 0
x—a 0’
the result so far is correct; but since % may have any value it
in no way proves that ~ * has no real value.

If we . resolve Jr.2 —a? into its factors, then it =
(x + a) (x— a) ; so that
x2 —_— 02
x—a

x—a
=(x+a). __a=x+a;

soif x— a = 0, then x = a, sothereforex+a=a+ a = 2q.%8

If we had the term P(x— a) in an ordinary algebraic
equation, then if x = a, so that x—a = 0, then necessarily
P(x—a) = P.0 = 0; just as under the same assumptions
P(x*—a?) = 0 The decomposition of x2 — a? into its factors
(x + @) (x— @) would change none of this, for

P(x+a)(x—a)=P(x+a).0=0.
By no means, however, does it therefore follow that if the
term P. (g) had been developed by setting x = a, its value

must necessarily be = 0.

% may have any value because % = X always leads to:

= X .0 = 0; but just because g may have any value it
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need not necessarily have the value 0, and if we are acquainted

with its origin we are also abile o discover a real value hidden
behind it.

2.2
So for exampie P.x—x-:-::— ,if x =g, x—a = 0 and so
2 —
as well x2 = a2, x2— a? = 0; thus
xl_az
x~—a

P.

-pl
=P.3.

Although we have obtained this result in a mathematically
Fompletely correct manner, it would nonetheless be mathemat-
ically false, however, to conclude without further ado that

U]
P g = g, begagse such an assumption would imply that

¢ .
g may necessarily have no value other than 0, so that

Pl-p.g.

oo

It would be more relevant to investigate whether any other
result arises from resolving x?- 42 into its factors,
(x + @) (x— a); in fact, this ransforms the expression to

P. (x+a) ——— =P (x+a).l,

and |when| x = a to P.2a or 2Pa. Therefore, as soon as
we operate (rechnen) with variables,®® it is all the more not
only legitimate but indeed advisable to fix firmly (fesi-

zuhalten) the origin of -g by the use of the differential symbols
dy dz . '

5 3o after we have previously (urspninglick) proved
that they originate as the symbolic equivalent of derived func-
tions of the variables which have run through a definite process
of differentiation. If they are thus originally (urspriinglich) the
result of such a process of differentiation, then they may for that
reason well become inversely (umgekehrt) symbols of a process
yet to be performed on the variables, thus operational symbols
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(Operationssymbolen) which appear as points of departure rather
than results, and this is their essential use (Dienst) in differential
calculus. As such operational symbols they may even convey
the contents of the equations among the different variables (in
implicit functions 0 stands from the very beginning on the
right-hand side [of the equation] and the dependent as well as
independent variables, together with their coefficients, on the
left). - :
Thus it is in the equation which we obtain:

d(uz) dy _ zdu  uds
dx o ix dx+ dx *

From what has been said earlier it may be observed that the
dependent functions of x, zand «, here appear unchanged as =
and u again; but each of them is equipped (ausgestattet) with the
factor of the symbolic differential coefficient of the other.

The equation therefore only has the value of a general equ-
ation which indicates by means of symbols which operations to
perform as soon as u and 2 are given respectively, as dependent
variables, two defined functions of x.

‘Only when |[we] have defined functions of {x] for % and 2

may ::(= %) and :‘:(= g) and therefore j—i(= %) as well

become 0, so that the value % = 0 cannot be presumed

but on the contrary must have arisen from the defined func-
tional equation itself.
Let, for example, u = x> + ax?; then

(§) =5 — s
0 d?u

o), “a =&t 2
0 d3u

(6), =22 =6

0. d*u
o, ~a =0

o
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so that in this case g = 0.

The long and the short of the story is that here by means of
differentiation itself we obtain the differential coefficients in
their symbolic form as a result, as the value of [% in] the
differenr.ial equation, namely in the equation

We now know, however, that ¥ = a defined function of x,
say f(x). Therefore ';1‘: , in its differential symbol g s
1

is equal to f(x), the first derived function of f(x). Just so
z = @(x), say, and so similatly :’—; = @{x), ditto — of

q:gx) .The original function itself, however, provides us neither
with u nor with z in any defined function of x, such as, for

example :
u=x", g=|/x

It provides us ¥ and z only as general expressions for any 2
arbitrary functions of x whose product is to be differentiated.
The equation states that, if a product, represented by uz, of
any two functions of x is to be differentiated, one is first to find
the real value corresponding to the symbolic differential

. du . . .
coefficient = that is the first derived function say of f(x),

and to multiply this value by @(x) = z; then similarly to find
the real value of j—i and multiply [it] by f(x) = «; and finally

to add tpe two products thus obtained. The operations of
differential calculus are here already assumed to be well-
known.

‘The equation is thus only a symbolic indication of the oper-
ations to be performed, and at the same time the symbolic

differendal coefficients g- s gz here stand for symbols of
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differential operations still to be completed in any concrete
case, while they themselves were originally derived as symbolic
formulae for already completed differential operations.

As soon as they have taken on (engenommen) this character,
they may themselves become the contents of differential equ-
ation, as, for example, in Tayler's Theorem:

dy
=y+ = h+ etc.
yl y dx €

But then these are also only general, symbolic operational
equations. In this case of the differentiation of ug, the interest
lies in the fact that it is the simplest case in which — in
distinction to the development of those cases where the inde-
pendent variable x has only one dependent variable y — diffe-
rential symbots due to the application of the original method
itself are placed as well on the right-hand side of the equation
(its developed expression), so that at the same time they enter as
operational symbols and as such became the contents of the
equation itself.

This role, in which they indicate operations to be performed
and therefore serve as the point of departure, is their charac-
teristic role in a differential calculus already operating (sich
bewegenden) on its own ground, but it is certain (sicher) that no
mathematician has taken account of this inversion, this reversal
of roles, still less has it been necessary to demonstrate it using a
totally elementary differential equation. It has only been men-

tioned as a matter of fact that, while the discoverers of the

differential calculus and the major part of their followers make
the differential symbol the point of departure for calculus,
Lagrange in reverse makes the algebraic derivation®® of actual
(wirklichen) functions of the independent variable the point of
departure, and the differential symbols into merely symbolic
expressions of already derived functions.

If we once rnore return to d{uz), we obtained next as the
result (Produkt) of setting x,— x = 0, as the result of the
differential operation itself:
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Since there is a common denominator here, we thus obtain as
a reduced expression

dy = zdu + udz.

This compares to (entspricht) the fact that in the case of only one
dep.endent variable we obtain as the symbolic expression of the
derived function of x, of f{x) (forinstance, of max™1, whichis

fix) if ax™ = f(x)), gx‘!on the left-hand side as its symbolic
expression

dy _
. ax T
and of which the first result is
dy = f(x)dx

(for example, % = max™1; dy = max™1dx, which is the
differential of the function y) (which last we may equally
re-transform to ‘—':x'! = max™? ) But the case

dy = zdu + udz

is distinguished once again by reason of the fact that the diffe-
rentials du, d= here lie on the right-hand side, as operational
symbols, and that dy is only defined after the completion of the
operations which they indicate. If

u=fx), z=qx)
then we know that we obtain for du

du = f(x)dx
and for {dz]

dz = @{x)dx
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Therefore:

dy = @(x)f(x)dx+ f(x) @ (x)dx
and

D~ o) + D) 9x) .

In the first case therefore first the differential coefficient
dy _
i f(x)
is found and then the differental
dy = f(x)dx .

In the second case ﬁrst the differential dy and then the
differential coefﬁclent . In the first case, where the diffe-

rential symbols themselves first originate from the operations
performed with f(x), first the derived function, the true

(wirkliche) differential coefficient, must be found, to which %

stands opposite (gegenibertrete) as its symbolic expression; and
only after it has been found can the differential (das Differential)
dy = f(x)dx be derived.

It is turned round (umgekehrt) in dy = zdu + udz.

Since du, dz appear here as operational symbols and clearly
indicate operations which we already know, from differential
calculus, how to carry out, therefore we must first, in order to

find the real value of % , in every concrete case substitute for

u its value in x, and for z ditto — its value in x — in order to find

= g(x)f'(x)dx + f(x} ¢'(x)dx;

and then for the first time division by dx provides the real value
of
dy _

R ICRORTOTION
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du ds dy d%y .
t is true fi £ -
Wha rue for - Y g ds? & etc. is true for all com

plicated formulae where dtfferenual symbols themselves appear
within general symbolic operational equations.



SECOND DRAFT*!
]

We start with the algebraic derivation of f(x), in order t.o
establish in this way at the same time its symbolic

. . . 0 d
differential expressions ¢ or ﬁ
meaning. We must then turn it round, starting with the sym-

. . . . dz \ .
bolic differential coefficients j-i; > 3, @ given forms in

order to find their respective corresponding real equivalents
f(x), ©(x). And indeed, these different ways of treating the
differential calculus, setting out from opposite poles —and two
different historical schools — here do not arise from changes in
our subjective methods, but from the nature of the function uz
to be dealt with. We deal with it, as with functons of x with a
single dependent variable, by starting with the right-hand
pole and operating algebraically with it. I do not believe any
mathematician has proved or rather even noticed this necessary
reversal from the first method of algebraic derivation (his-
torically the second) whether for so elementary a function as #z
or any other. They were too absorbed with the material of the
calculus for this.
Indeed, we find that in the equation
0 o & _ B, &

0 dx dx dx

, and thus also discover its

dy
dx . ‘
occurring on the right, with uz justas with funcuons of x with a

again springs in just the same way from the derivative

54
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single dependent variable; but on the other hand the dif-
ferential symbols ‘;—;" o are again incorporated in f{x) or the
first derivative of #z, and therefore form elements of the equi-
valent of :—JJ-: .

The symbolic differential coefficients thus themselves
become already the object or content of the differential oper-
ation, instead of as before featuring as its purely symbolic result
(als symbolisches Resultat derselben).

With these two points, first, that the symbolic differential
coefficients as well as the variables become substantial elements
of the derivation, become objects of differential operations
(Differentialoperationen), second, that the question has changed
about, from finding the symbolic expression for the real diffe-
rential coefficient f(x), to finding the real differential coef-
ficient for its symbolic expression — with both these points the
third is given, that instead of appearing as the symbolic result of
the previous operation of differentiation on the reat function of
x, the symbolic differential expressions now conversely
(umgekehrt) play the role of symbols which indicate operations
of differentiation yet to be performed on the real function of x;
that they thus become operarional symbols.

In our case, where

we would no longer be able to operate unless we knew not only
that z and # are both functons of x but also that, just as with

y=x7,
real values in x are given for « and z, such as, for example,
u=x, =z=x%+ 2ax?.

In that manner, then, j—'; , S—z in fact stand as indicators of

operations whose performance (Ausfiihrungsweise) is assumed
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to be well-known for any arbitrary function of x substituted in
place of # and =.

¢) The equation found is not only a symbohc operational
equation (Operationsgleichung), but also simply a preparatory
symbolic operational equauon

Since in

m) dy du dz

ot vae
the denominator dx is found in all terms on both sides, its

reduced expression is thus:
II) dy or d(uz) = zdu + ude.

Straight away this equation says that when a product of two
arbitrary variables (and this is generalisable in further appli-
cations to the product of an arbitrary number of variables) is to
be differentiated, each of the two factors is to be multiplied by
the differential of the other factor and the two products so
obtained are to be added.

The first operational equation

dy _ du du dz

dx  *dx dx
thus becomes, if the product of two arbitrary variables is to be
differentiated, a superfluous preparatory equation which, after
it has served its purpose, namely that of a general symbolic
operational formula, leads directly to the goal.

And here it may be remarked that the process of the original
algebraic derivation is again turned into its opposite. We first
obtained there

Ay =y;— Y
as the corresponding symbol for f{x;)— f(x), both usual

algebraic expressions (since f(x) and f{x,) have been given

as defined algebraic functions of x). Then J_’(_x;L_—%@ was
1

replaced by %: , whereupon f(x) — the first derived function
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of ix) — became o and we at last obtained, from the final
equation of the differential coefficient,

= fx) »
the differential
dy = fx)dx .

The above equation,* however, gives us the differentials
fiy, du, dz as poinis of departure (Ausgangspunkie). Thus, were
in fact arbitrary defined functions of x to be substituted for u
and z, designated only as

u=f(x) and z = @(x),
then we would have _
dy = @(x) df(x) + f(x)de(x) ,

and this d sign merely indicates differentiation to be per-
formed.

The result of this differentiation has the general form:
df(x) = flx)dx

and
dep(x) = @{(x)dx .
So that
dy = @(x) flx)dx + flx)p(x)dx.
Finally,

2 = of(0) + f ).

Here, where the differential already plays the role of a
ready-made operational symbol, we therefore derive the diffe-
rential coefficient from it; while on the contrary in the original

* Equation IT) — Trans.
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algebraic development the differential was derived from the
equation for the differential coefficient.

Let us take the differential itself, as we have developed itin its
simplest form, namely, from the function of the first degree:

of which the differential is
dy = adx .

The equation of this differential appears to be much more

meaningful than that of the differential coefficient,
0 dy _
6 or "E =4a,

from which it is derived.

Since dy = 0 and dx = 0, dy = adx isidentical to 0 =0. Yet,
we are completely correct to use dy and dx for the vanished —
but fixed, by means of these symbols, in their disappearance —
differences, y, — ¥ and x; — x.

As long as we stay with the expression

dy = adx
or, in general,
dy = f(x)dx ,

it is nothing other than a restatement of the fact that
dy _
d_'x = ﬂX) H

which in the above case, = @, from which we may continue to
transform it further. But this ability to be transformed already
makes it an operational symbol (Operationssymbole). At once,
we see that if we have found dy = f{x)dx as a resuit of the
process of differentiation, we have only to divide both sides by

dx to find & = f(x), namely, the differential coefficient.
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Thus for example in y? = ax
b d(¥*) = d(ax) , 2ydy = adx .
The last equation of differentials. provides us with two equ-
ations of differential coefficients, namely:
dy a dx 2%

—_— = — d —— = —

dx 2 dy a’

But 2ydy = adx also provides us immediately with the
value ?‘3’% for dx , which for instance substitutes into the

general formula for the subtangent y fi—; and finally helps to

establish 2x, double the abscissa, as the value of the subtangent
of the usual parabola.

n

We now want to take an example in which these symbolic
expressions first serve the calculus as ready-made (ferrige) oper-
ational formulae, so that the real value of the symbolic coef-
ficient is also found and then the reversed elementary algebraic
exposition may be followed.

1) The dependent function y and the independent variable x
are not united in a single equation, but in such a manner that y
appears in a first equation as a direct function of the variable u,
and then u in a second equation as a direct function of the
variable x. The task: to find the real value of the symbolic diffe-
rential coefficient, %

Let

a) y = flu), b) u = g(x) .

Next, 1) y = f(u) gives:
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du do(x) o{x)dx

Da~d = o .
So that
d du
2. = f) . 9(x) .
But
b du_dy
du " dx dx’
So that

ay _ .o\
I = flw)elx) .

Example. If a) y = 3u?, b) u=x2+ ax?, then, by the
formula
dy _ d(3u?)
du du

but the equation b) says u = x*+ ax?. If we substitute this
value for u in 6u, then

= 6u (= f(u)) ;

v _ 6(x*+ ax?) (=f(u)) .

_ du
Furthermore:
du
3;—-3x + 2ax (=qlx)) .
So that
dy  du or dy = 6(_x3+ ax?) (3x2 + 2ax) (=f(u) .@(x)) .

du " dx dx

2) We now take the equations contained in the last example
as the starting equations {Ausgangsgleichungen), in order to
develop them this time in the first, algebraic, method.
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a) y=3u?, b) u = x3+ ax2.
Since y = 3u?, Ithen] y; = 3u?, and
—y =3Wwi-u?) = 3u;~u) (u, + u) .
Therefore |

Vi—y

ul_u=3(u1+u) .

If now u; — u becomes = 0, then #; = u, and 3(uy+u)is
thus transformed to 3(u + u) = 6u.

We substitute for « its value in equation b), so that

B _ a2
d;—-6(x + ax?) ,

Further; since
u=x3+ ax? , fthen] u; = x3+ ax?;
so that
uy—u = (xi+ ax})— (x*+ ax?) = (x3— 2 + a(x?— x2) ,
Ur—u = (x;—x) (x} + x,x+ )+ alx;—x) (x, + x) 3

thus

Uy — U
P =xitx;x+x2)+alx, +x) .

If now x; — x becomes = 0 then x, = x, so that

2+ xx+ x2 = 3x2

and

a(xy+ x) = 2ax ,
Thus:

du

4 a2

I 3x? + 2ax .

If we now multiply both equations together, we then obtain
on the right-hand side
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6(x*+ ax?) (3x2 + 2ax) ,
which corresponds to the left-hand side

dy du _dy
du " dx  dx’
just as previously.

In order to bring out the difference in the derivations more
clearly, we shall place the defined functions of the variables on
the left-hand side and the functions dependent on them on the
right-hand side, since one is accustomed, following the general
equations in which only 0 stands on the right hand, to thinking
that the initative is on the left-hand side. Thus:

a)3u? =y ; bYx3+ax? =u.

Since
w2 =y, 3ui=y:,

so that

ui—u?) =y,~y
or

Juy—u) (uy+u) =y,—y,

so that

3(uqy + u) ='::1—:ya .

Ifnow u, becomes =u,sothatu, — u =0, [we] then obuin

3(u+ u) or 6u =c—ix.
du

If we substitute in 6u its value from equartion b), then

d
6(x3+ ax?) = c—i-g .
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Furthermore, if

then
x3+ ax? = u,
and
xitaxi—x3—ax? =y,—-u;
so that

(x3-xN+a(xi-x2) =u,~u.
We further separate into factors:

(x3= %) (x2 + x,x+ x2) + a(xy—x) (xy; +x) =uy;—u.
Therefore

(x}+ %2+ x2) + alxy + x) = A2,
X1— X
now if x; = x, so that x, ~ x = 0, then
3x2 + 2ax = du .
dx
If we multiply the 2 derived functions together, then
6(x3+ ax?) (3x2 + 2ax =:—2 s
X

and if we put it in the usual order,

% . g; = % = 6(x*+ ax?) (3x2 + 2ax) .

It is self-evident that due to its details and the frequently
difficult division of the first difference, flx{)— flx), into
tertns which each contain the factor x; ~ x, the latter method is
not comparable to the historically older one as a means of
calculation,
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On the other hand one begins this last method with dy, dx
and %— as given operational formulae, while one sees them

arise in the first one, and in a purely algebraic manner as well.
And I maintain nothing more. And there in the [historically]
first method, how has the point of departure of the differential
symbols as operational formulae been obtained? Either through
covertly or through overtly metaphysical assumptions, which
themselves lead once more to metaphysical, unmathematical
consequences, and so it is at that point that the violent sup-
pression is made certain, the derivation is made to start its way,
and indeed quantities made to proceed from themselves.

And now, in order to give an historical example of beginning
from the two opposing poles, I will compare the solution of the
case of d(uz) developed above by Newton and Leibnitz on the
one hand, to that by Lagrange on the other hand.

1) Newton.

We are first told that when the variable quantities increase x s
¥ etc. designate the velocities of their fluxions, alias of the
increase, respectively, of x, y etc. Since furthermore the num-
erical sizes of all possible quantities may be represented by
means of straight lines, the momenta or tnfinitely small quanta
which are produced are equal to the product of the velocities x R
¥ etc. with the infinitely small time intervals t during which
they occur, thus = st , ¥t and yt .42

‘THIRD DRAFT’

If we now consider the differential of y in its general form, dy
= f{x)dx, then we already have before us a purely symbolic
operational equation, even in the case where f{x) from the very
beginning is a constant, as in dy = d(ax) = adx. This child of

¢ . . . .
3 °r %,= F(x) looks suspiciously like its mother.

. d . .
For in E'E = %numeratar and denominator are inseparably bound

together; in dy. = f{x)dx they are obviously separated, so that
one is forced to the conclusion: dy. = f{x)dx is only a masked
expression for 0 = f{x) .0, thus 0 = 0 with which ‘nothing’s to
be done’ (‘nichss zu wolle’). Looking more closely, analysts in

our century, such as, for example, the Frenchman Boucharlat,
smell a rat here to0. He says:*

‘d . .
In d_f = 3x2?, for example, %ahas :—i, or even more its

value 3x2, is the differential coefficient of the function y. Since

% is thus the symbol which represents the limit 3x2, dx

must always stand under dy but, in order to facilitate algebraic
oOperation we treat % as an ordinary fraction and 32 = 3x2
X

as an ordinary equation, and thus by removing the denominator
dx from the equation obtain the result dy = 3x2dx, which
expression is called the differential of y.743

In order to “facilitate algebraic operation’, we thus introduce
a false formula.

* Thisis a translation of Marx’s German translation of a passage originally in
French — Trans,

65
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In fact the thing (Sache) doesn’t behave that way. In %

(usually written (—g)), the ratio of the minimal expression

(Minimalausdrucks) of y,— v, or of f{x{)— f(x), or of the
increment of f(x), to the minimal expression of x, — x, or to
the increment of the independent variable quantity x, pos-
sesses a form in which the numerator is inseparable from the

denominator. But why? In order to retain g as the ratio of

vanished differences. As soon, however, as x; — x = 0 ¢btains
in dx a form which manifests it as the vanished difference of x,
and thus y, — ¥ = { appears as dy as well, the separation of
numerator and denominator becomes a completely permissible
operation. Where dx now stands its relationship with dy
remains undisturbed by this change of position. dy = df(x),
and thus = f{(x)dx, is only another expression for

g{; [ = flx) } , which must lead to the conclusion that f{(x)

is obtained independently. How useful this formula dy = df(x)

immediately becomes as an operational formula (Operationsfor- H
mel), however, is shown, for example, by: ' |
' ]
yZ = qx , i
d(y*) = d(ax) , ,
ydy = adx ; i
so that .E
dx = bdy
a

This value of dx , substituted into the general formula for the

subtangent, y Z-J’—f , then gives

ydy
Ta e »
dy ady a’
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and sincé
. © o 2ax
2 = — .

kY ax, [thus] p 2x;
so that 2x , double the abscissa, is the value of the subtangent of
the usual parabola.

However, if dy = df(x) serves as the first point of departure

(Ausgangspunkt), which only later is developed into % itself,

then, for this differential of y to have any meaning at all, these
differentials dy, dx must be assumed to be symbols with a
defined meaning. Had such assumptions not originated from
mathematical metaphysics but instead been derived quite
directly from a function of the first degree, such as y = ax,

then, as seen earlier, this leads to 3—’;”,—: = g, which is trans-

Xq—
formed to % = ag. From here as well, however, nothing cer-
tain is to be got @ priort. For since % is just as much = a

dy

as = = a, and the , Ax, Ay, although finite differences

or increments, are yet finite differences or increments of unli-
mited capacity to contract (Kontraktionsfdhigkeit), one then may
just as well represent dx, dy as infinitefy small quantities
capable of arbitrarily approaching 0, as if they originate from
actually setting the equality x,;— x = 0, and thus as well
¥1— ¥ = 0. The result remains identical on the right-hand side
in both cases, because there in itself there is no x, atalltoset =
x ,and thus as well no x; — x = 0. This substitution = 0 on the
other side consequently appears just as arbitrary an hypothesis
as the assumption that dx , dy are arbitrarily small quantities.
Under (sub) IV) I will briefly indicate the historical develop-
ment through the example of d{uz) , but yet prior to that will
give an example under (sub ) I11)44 which is treated the first time
on the ground of symbolic caleutus, with a ready-made oper-
ational formula (fertigen Operationsformel), and is demonstrated
a second time algebraically. Enough (soviel) has been shown
under (sub) IT), so that the latter method alone, by means of its
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application to so elementary a function as the product of two
variables, using its own results, necessarily leads to starting
points (die Ausgangspunkte) which are the opposite pole as far as
operating method goes.

To (ad) IV,

Finally (following Lagrange) it is to be noted that the limit or
the limit value, which is already occasionally found in Newton
for the differential coefficients and which he still derives from
purely geometric considerations (Vorstellungen), still to this day
always plays a predominant role, whether the symbolic expre-
sions appear (figurieren) as the limit of f(x) or conversely f(x)
appears as the limit of the symbol or the two appear together as
limits. This category, which Lacroix in particular analytically

broadened, only becomes lmportant as a substitute for the

category ‘minimal expression’, whether it is of the derivative as
opposed to the ‘preliminary derivative’, or of the ratio frl_—i,
g

when the application of calculus to curves is treated. It is more
representable (vorstellbarer) geometrically and is already found
therefore among the old geometricians. Some contemporaries
(Modernen) still hide behind the statement that the differentials
and differential coefficients merely express very approximate
values.?*

SOME SUPPLEMENTS*¢

A) Supplement on the differentiation of uz 47

1) For me the essential thing in the last manuscript on the
development of d(uz) was the proof, referring to the equation

dy du dz
dx dx dx

that the algebraic method applied here reverses itself into the
differential method, since it develops within the derivative, and
thus on the right-hand side, symbolic differential coefficients
without corresponding equivalents, real coefficients; hence
these symbols as such become independent starting points and
ready-made operational formulae.

The form of equation A) lends itself all the more readﬂy to
du d=z
dx? dx’

produced within the derivative f(x), and the d_x’ which

is the symbolic differential coefficient of f(x) and therefore
comprises its symbolic equivalent, standing opposite on the
left-hand side,

Confronting the character of :z , as operational formulae,

this purpose since it allows a comparison between the -

I have been content with the hlnt that for any symbolic diffe-
rential coefficient an arbitrary ‘derivative’ may be found as its
real value if one substitutes some f(x), 3x? for example, for u
and some @(x), x®+ ax? for example, for z.

I however could also have indicated the geometric applica-
bility of each operational formula, since for example, the gen-

eral formula for the subtangent of a curve = y j—;, which has a

69
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du dg
&’ “ag’
products of a variable and a symbolic differential coefficient.

Finally, it could have been noted that y = uz [is] the simplest
‘elementary function (y here = y* , and uz is the simplest form of
the second power) with which our theme could have been
developed.

form generally identical to 25 for they are all

. . u 48
A) Differentiation of .
3) Since d* “ is the inverse of d(uz), where one has mul-

tiplication, the other division, one may use the algebrazcalb:
obtained operational formula

d(uz) = zdu + ud.'z

in order to find d% directly. I will now do this, in order that

the difference between the method of derivation and the simple
application of a differential result found previously which nowin
turn serves as an operational formula, may stand out clearly.

[

a) y =

3
b) u =yz.
] u
Since y=;, thus

u
yE=—.z=u.
-4

We have thus simply formally concealed u in a product of two
factors. Nonetheless, the task is thereby in fact already solved,
since the problem has been transformed from the differentiation
of a fraction to the differentiation of a product, for which we have
the magic formula in our pocket. According to this formula:

¢ du = zdy+ ydz .

DRAFTS 71

We see immediately that the first term of the second side,
namely zdy , must remain sitting in peace at its post until the
crack of doom (genau vor Torschluss), since the task consists

precisely in finding the differential of y(——) and thus its

expression in differentials of # and z . For this reason, on the
other hand ydz is to be removed to the left-hand side. There-
fore:

d) du— ydz = zdy .

We now substitute the value of y, namely 3, into ydz, so
that

u
—_ = =d,
du za’z zdy

therefore

zdu— udz — 2dy

The moment has now come to free dy of its ‘sleeping partner’*
Z, and we obtain
zdu— udz u

2.2 =dy:d?.

* Original in English — Trans.
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I. FIRST DRAFTS

Newton: born 1642, 11727 (85 years old). Philosophiae
naturalis principia mathematica (first published 1687; c.f.
Lemma I and Lemma X1, Schol.)

Then in particular: Analysis per quantitatum series fluxiones
eic., first published 1711, but composed in 1665, while Leibnitz
first made the same discovery in 1676.

Letbnitz: born 1646, 1716 (70 years old).

Lagrange: born 1736, tduring the Empire (Napoleon I); he is
the discoverer of the method of variations, Théorie des fonctions
analyriques (1797 and 1813).

D’Alembert: born 1717, 11783 (66 years old). Traité des
fluides, 1744,

1) Newton. The velocities or fluxions, of for example the
variables x,y etc. are denoted by %,y etc. For example if u and
x are connected quantities (fluents) generated by continuous move-
ment, then u and % denote their rates of increase, and

therefore i— the ratio of the rates at which their increments are

generated.

Since the numerical quantities of all pessible magnitudes
mayv be represented by straight lines, and the moments or infi-
nitely small portions of the quantities generated = the products
of their velocities and the infinitelv small time intervals during
which these velocities exist. ™ so then jwe have T denoting
these infiniteiv small vime invervale, and the moments of x and
A rgpresenied by 1x oand w respectvely.
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Forexample: y = uz; [with] ¥, 2, u denoting the velocities at
which y, z, u respectively [are] increasing, then the moments of
y, £, u are Ty, 12, Ti, and we obtain

_ y=uz,

y+ 1y ={u+ 1) (z+ 12) =uz+ utz+ ztu + 14z ;

hence
Ty = utz+ zta+ tiug .

Since T is infinitesimal, it disappears by itself and even more
as the product t?ug altogether, since it is not that of the
infinitely small period of time T, but rather its 2nd power.

{Ift = , then 1% = L ]

1 million.x 1 million/ *

million
We thus obtain
y =uz+ zu ,
or the fluxion of ¥ = uz is uz+ 2u %7

2y Leibnitz. The differential of ugz is to be found.
u becomes u + du, z becomes z + dz; so that

ug + dluz) = (u+ du) (g+ dz) = uz + udzs + zdu + dudz .

If from this the given quantity uz is subtracted, then there
remains udz + zdu + dudz as the increment; dudz, the pro-
duct d'un infiniment petit du par un autre infiniment petit dz, (of
an infinitely smali du times another infinitely small dz)* is an
infinitesimal of the second order and disappears before the
infinitesimals udz and zdu of the first order; therefore

dluz) = udz + zdu .°8
[3)3 D’Alembert. Puts the problem in general terms thus:
If we have .
= fle),

Ny o fE R

oI Fremch on the aripinal, e Tres,
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[we are] to determine what the value of y—"}"i becomes when

the quantity » disappears, and thus what is the value of g.sg

Newton and Leibnitz, like the majority of the successors

from the beginning performed operations on the ground of the
differential calculus, and therefore valued differential expre-
ssions from the beginning as operational formulae whose real
equivalent is to be found. All of their intelligence was con-
centrated on that. If the independent variable x goes to x,
then the dependent variable goes to y,. x4 — x, however, is
necessarily equal to some difference, let us say, = k. This is
contained in the very concept of variables. In no way, however,
does it follow from this that this difference, which = dx, is a
vanished [quantity], so that in fact it = 0. It may represent a
finite difference as well. If, however, we suppose from the very
beginning that x , when it increases, goes to x + % (the T which
Newton uses serves no purpose in his analysis of the fun-
damental functions and so may be suppressed®®), or, with
Leibnitz, goes to x 4+ dx , then differential expressions immedi-
ately become operational symbols (Operationssymbole) without
their algebraic origin being evident.

To 15* (Newron).

Let us take Newton’s beginning equation for the product uz
that is to be differentiated; then:

Ny =uz,
y+ 1y = (ut+ut) (z+ 21) .

* See pages 49-51 in this edition.
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If we toss out the T, as he does himself if you please, after he
develops the first differential equation, we then obtain:
y+y= (u-+ ) (z+ 2),
y+y =uz+ uz+ Zu+ zu,
y+y—uz =uz+ 2u+ ug .

So that, since uz = y,

§ = g+ du+ us .

And in order to obtain the correct result #2 must be sup-
pressed.

Now, whence arises the term to be forcibly suppressed, itz?

Quite simply from the fact that the differentials y of vy, % of.
u,and 2 of z have from the very beginning been imparted by
definition* a separate, independent existence from the variable
quantities from which they arose, without having been derived
in any mathematical way at all.

On the one hand one sees what usefulness this presumed
existence of dy , dx or ¥, % has, since from the very beginning,
as soon as the variables increase I have only to substitute in the
algebraic function the binomials y + v, x + x etc. and then may
just manipulate (manovrieren) these themselves as ordinary
algebraic quantities.

I obtain, for example, if [ have y = ax:

y+y=ax+ax;
so that
y—ax+y =ax;
hence
v o= ax .

I have therewith immediately obtained the result: the diffe-
rential of the dependent variable is equal to the increment of

* Original: 'Difinition’, presumably ‘Definition’ — Trans.
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ax , namely ax ; it is equal to the real value a denved from ax*
(that this is a constant quantity here is accidental and does
nothing to alter the generality of the result; since it is due to the
circumstance that the variable x appears here to the first
power). If I generalise this resuit,%! then I know y = f{x), for
this means that y is the variable dependent on x. If I call the
quantity derived from f{(x), i.e. the real element of the incre-
ment, f{x), then the general result is:

¥y =flx)x.

I thus know from the very beginning that the equivalent of
the differential of the dependent variable y is equal to the first
derived function of the independent variable, multiplied by its

differential, that is dx or %.

So then, generally expressed, if

y = flx)
then

dy = flx)dx

or y = the real coefficient in x (except where a constant appears
because x is to the first power) times %.

 But y = ax gives me immediately% = a, and in general:
Y -
< flx) .

I have thus found for the differential and the differential
coefficients two fully-developed operational formulae which
form the basis of all of differential calculus.

And furthermore, put in general terms, I have obtained, by
means of assuming dx , dy etc. or £, ¥ etc. to be independent,
insulated increments of x and vy, the enormous advantage,
distinctive to the differential calcultus, that all functions of the

variables are expressed from the very beginning in differential
forms.

.Y
* Thatis, =~ = g — Trans.
x
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Were 1 thus to develop the essential functions of the vari-
ables in this manner, such as ax, ax*b, xy, i, x°, a*,
log x, as well as the elementary trigonometric functions

then the determination of dy, % would thus become

dx

completely tamed, like the multiplication table in arithmetic.
If we now look, however, on the reverse side we find immedi-

ately that the entire original operation is mathematically faise.
Let us take a perfectly simple example: y = x2. If x increases

then it contains an indeterminate increment 4, and the variable

y dependent on it has an indeterminate increment %, and we

obtain

y+hk=(x+h)?=x2+ 25x+ R,
a formula which is given to us by the binom|ial theorexh].
Therefore

y+k—x2 or y+k—y = 2hx+ h?;
hence

(y+k)—y or k= 2hx+ h%;

if we divide both sides by h then:

%=2x+h.

We now set 2 = (0, and this becomes
x+h=2x+ 0= 2x .

. o
On the other side, however, % goes (o o . Since, however,

y only went toy + & because x went to x + 4, and theny + &

goes back to y when h goes to 0, therefore when x+ h
goes back to x + 0, to x. So then % also goes to 0 and % = g,

which may be expressed as % or y; . We thus obtain:
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or = 2x .

ole
[t

If on the other hand we [substitute h = 0] in
ythk—x2 =2hx+h® or (y+hk)—y = 2xh+ h?

(4 is only replaced by the symbol dx after it has previously been
set equal to 0 in its original form), we then obtaink =0+ 0 =
0, and the sole result that we have reached is the insight into our
assumption, merely thaty goestoy + & ,if x goestox + k. . .
sothatif x+ A =x+0=x,theny+k =y, o0r k = 0.

In no way do we obtain what Newton makes of it:

kB = 2xdx+ dxdx-
or, in Newton’s way of writing:
y = 2%+ xx ;

h only becomes % , and therefore k& becomes 7, as soon as % has
passed the hellish ride through 0, that is, subsequent to the
difference x; — x (or (x + k) — x) and therefore that of yi—y
as well (= (v + &) — y) having been reduced to their absolutely
minimum expressions (Mimimalausdruck), x~ x = 0 and y— ¥
= 0.

Since Newton, however, does not immediately determine the

increments of the variables x, v, etc by means of mathematical
~ derivation, but instead immediately stamps %, y, etc on to the
differentials, they cannot be set = 0; for otherwise, were the
result 0, which is algebraically expressed as setting this incre-
ment from the very beginning = 0, it would follow from that,
just as above in the equation

W+ kY—y=2¢h+ K%,

# would immediately be set equal to 0, therefore B = 0 ,and
consequently in the final analysis we would obtain 0 = 0. The
nullification of # may not take place prior to the first derived
function of x, here 2x, having been freed of the factor k
through division, thus:
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ywl_;y = 2xr+ h.
Only then may the finite differences be annulled. The diffe-
rential coefficient

dy _
dx

therefore also must have previously been developed,®? before
we may obtain the differential

dy = 2xdx

Therefore nothing more remains than to imagine the incre-
ments 4 of the variable to be infinitely small increments and to .
give them as such independent existence ,in the symbols % , ¥ etc.
or dx , dy [etc.| for example. But infinitely small quantities are
quantities just like those which are infinitely large (the v?ord
infinitely (unendlich) [small] only means in fact indefinitely
(unbestimmt) small); the dy, dx etc. or ¥, ¥ etc.] therefore also
take part in the calculation just like ordinary algebraic quan-
tities, and in the equation above

(v+ R)—y or k= 2xdx + dxdx

the dxdx has the same right to existence as 2xdx does; the
reasoning (Raisonnement) is therefore most peculiar by which it
is forcibly suppressed, namely, by direct use of the relativity of
the concept of infinitesimal (unendlich klein). dxdx is sup-
pressed because it is infinitely small compared to dx, and thus
as well to 2xdx, or to 2x%. . .
But (Oder), if in
Yy =az+ 3u+t+ s

the %3 is suppressed because it is infinirely small compared to
2 or 3u , then one would thereby be forced to admit mathemat-
ically that uz + su is only an approximate value (Anndgherung-
swwert), in imagination as close as you like. This type of man-

oeuvre occurs also in ordinary algebra.
But then in walks the still greater miracle that by this method
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you don’t obtain an approximate value at alf, but rather the

unique exact value (even when as above it is only symbolically -

correct) of the derived function, such as in the example
y = 2xx+ kx .
If you suppress here %x, you then obtain:
y = 2xx
and

== 2x

which is the correct first derived funcuon of xz, as the
binom|ial theorem] has already proved.

But the miracle is no miracle. It would only be a miracle if no
exact result emerged through the forcible suppression of %x.
That is to say, one suppresses merely @ compuiational mistake
which nevertheless is an unavoidable consequence of a method
which brings in the undefined increment of the variable,i.e. &,
imimediately as the differential dx or£, acompleted operational
symbol, and thereby also produces from the very beginning in
the differential calculus a characteristic manner of calculation
different from the usual algebra.

'The general direction of the algebraic method which we have
applied may be expressed as follows:

Given f(x), first develop the ‘preliminary derivative’, which
we would like to call f1(x):

1 fie =22 a 2=

From this equation it follows

My o= Fa)Ax .
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So that as well ‘ ‘
Af(x) = fHx)bx
(since y = f(x), [thus] Ay = &f(x) ) .

By means of setting x; — x = 0, so that y, —

we obtain
2% g = flx} .
Then
dy = f(x)dx ;
so that also

df(x) = f(x)dx
(since y = f(x},dy = df(x)) .

When we have once developed
D Af(x) = fix)dx
then
2) df(x) = fx)dx
is only the differential expression of 1}.

1) If we have x going to x, then
A) Xp™ X = Ay 3

whence the following conclusions may be drawn

Aa) Ax = x;—x; a) x;—

85

y = 0 as well,

Ax =X
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Lx, the difference between x; and x, is therefore positively
expressed as the increment of x; for when it is subtracted again
from x4 the latter returns once more to its original state, 10 x .

The difference may therefore be expressed in two ways:
directly as the difference between the increased variable and its
state before the increase, and this is its negative expression;
positively as the increment,* as a result : as the increment of x to
the state in which it has not yet grown, and this is the positive
expression. )

We shall see how this double formulation plays a role in the
history of differential calculus.

b) x; = x+ Ax

% is theincreased x itself; its growth is not separated from it;
x4 is the completely indeterminate form of its growth. This
formula distinguishes the increased x, namely x,, from its
original form prior to the increase, from x, but it does not
distinguish x from its own increment. The relationship between
x, and x may therefore only be expressed negatively, as a
difference , as x; — x. In contrast, in

X1 = x+ Ax

1) The difference is expressed positively as an increment
of x.
"~ 2) Itsincrease is therefore not expressed as a difference , but
instead as the sum of itself in its original state + itsincrement.
3) Technically x is expelied from its monomial into a bino-
mial, and wherever x appears to any power in the original
function a binomial composed of itself and its increment enters
for the increased x; the binomial (x + #)™ in general for x™.
The development of the increase of x is therefore in fact a
simple application of the binomial theorem. Since x enters as the
first and Ax as the second term of this binomial — which is
given by their very relationship, since x must be [there] before

the formation of its increment Ax — by means of the binomial,

* Marx added here in pencil ‘or decrement’ — Ed.
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in the event only the functions of x will be derived, while Ax
figures next to it as a factor raised to increasing powers; indeed,
Ax to the first power must [appear], so that Ax? is a factor of
the second term of the resulting series, of the first function, that
is, of x4 derived, using the binomial theorem. This shows up
perfectly when x is given to the second power. x? goes t©
(x + #)?, which is nothing more than the multiplication of
x + 4% by itself, [and which] leads to x? + 2xAx+Ax?: that s,
the first term must be the original function of x and the first
derived function of x2, namely [2]x here, comprises the second
term together with the factor Ax!, which entered into the first
term only as the factor Ax® = 1. So then, the derivative is not
found by means of differentiation but rather by means of the
application of the binomial theorem, therefore multiplication;
and this because the increased variable x; takes part from the
very beginning as a binomial, x+Ax.

4) Although Ax in x4 Ax is just as indefinite, so far as its
magnitude goes, as the indefinite variable x itself, Ax is
defined as a distinct quantity, separate from x, like a fruit
beside the mother who had previously borne her (als Frucht
neben threr Mutter, bevor diese geschwangert war).

x+ Ax not only expresses in an indefinite way the fact that x
has increased as a variable; rather, it [also} expresses by how
much it has grown, namely, by Ax.

5) x never appears as x,; the whole development centres
around the increment Ax as soon as the derivative has been
found by means of the binomal theorem, by means, that is, of
substituting x+Ax for x in a definite way (in bestimmten

Grad). On the left-hand side, however, if in XLA:%’ the Ax

becomes = 0, it finally appears as x; — x again, so that:

Y=Y Y-y *
Ax X=X

* Marx added here in pencil: % . — Ed.
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The positive side, where x; — x = 0 takes place, namely x4
becoming = x , can therefore never enter into the development,
since x, assuch never enters into the side of the resultant series
(Entwicklungsreihe); the real mystery of the differential calculus
makes itself evident as never before.

6) If y = f(x) and y, = f{x+4x), then we can say that in
using this method the development of y, solves the problem of
finding the derivative.

¢) x+Ax = x, (so that y+Ay =y, as well). Ax here may
only appear in the form Ax = x, — x , therefore in the negative
form of the difference between x ; and x , and not in the posifive
form of the increment of x, as in x, = x+Ax.

1) Here the increased x is distinguished as x, from iseif,
before it grows, namely from x ; but x, does notappear asan x
increased by Ax, so x, therefore remains just exactly as inde-
finite as x is.

2) Furthermore: however x enters into any original func-
tion, so x; does as the increased variable in the original func-
tion now altered by the increase. For example, if x takes partin
the function x3, so does x, in the function x3.

Whereas previously, by means of substituting (x+Ax)
wherever x appeared in the original function, the derivative
had been provided ready-made by the use of the binomial,
leaving it burdened with the factor Ax and the first of other
terms in x burdened with Ax? etc., so now there is just as little
which can be derived directly from the immediate form of
the monomial — x3 — as could be got from x*. It does provide,
however, the difference x3— x*. We know from algebra that all
differences of the form x3— @ are divisible by x— a; the given
case, therefore, is divisible by x; — x. In therefore dividing
x3— x* by x; — x (instead of, [as] previously, multiplying the
term {x +Ax) by itself to the degree specified by the function),
we obtain an expression of the form (x,;— x)P, wherein
nothing is affected whether the original function of x contains
many terms (and so contains x to various powers) oI as in our
example is of a single term. This x; — x passes by division to
the denominator of y, — v on the left-hand side and thus pro-

e
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duces *-:’%5:: there, the ratio of the difference of the function to
1

the difference of the independent variable x in its abstract
difference-formula (Differenzform). The development of the
difference between the function expressed in x, and that
expressed in x into terms, all of which have x, — x as a factor,
may well require algebraic manipulation (Manover) to a greater
or lesser degree, and thus may not always shed as much light as
the form x3— x3. This has no effect on the method.

When by its nature the original function does not aliow
the direct development into (x, — x) P, as was the case with
fix) = uz (two varigbles both dependent on x), (x;— x)

appears [in] the factor

1
ot .Furthermore, after the re-
i

u}oval of x; — x to the left-hand side by means of dividing both
sides by it, x, — x sdll continues to exist in P itself (as, for
example, in the derivation from y = a*, where we find

Yi—)y

X1— X

(xy—x)-1

=a"[(a— D+ ™

(e— 1)+ etc.] .
where setting x, — x = 0 produces
— 1 1 .
= a*{(a= - 3a— D? + 3@@- 1*- ete. | )3

this is only possible when, as in the example just given, it so
happens that setting x,~ x = 0 [allows] it to disappear., and
then always leaves positive results behind in its place. In other
words the (x, — x)s left behind in P may not be combined
with the rest of the elements of P as factors (as multiplicands).
P would otherwise be factorable into P = p(x; — x), and then,

JSIi)nce x,— x has already been set = 0, into p.0; hence
=0 .. .6
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- = — 3

The first finite difference, x3— x®, where y = x
and y, = x3, has therefore been evolved to

yi—y =(x— %P,
hence

1”Y _p
xi_x ’

e

P, an expression combining x; and x, is = f* , the derivative of
the first finite difference, whence x ; — x has been quite elimi-
nated, as well as those of higher degree, (x, — x)? etc. x, and
x may therefore only be combined in positive expressions, such

as X, + x, x1X, 2L, JX;x etc. Were therefore x; to be
X

X

X

orl, \;’E or x etc., respectively, and only on the left-hand side,

where x, — x comprises the denominator, is 0 produced and

therefore the symbolic differential coefficient etc.

now set = x, these expressions would then become 2x, x2,
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II. THE HISTORICAL PATH OF DEVELOPMENT

1) Mpystical Differential Calculus. x, = x+ Ax from the
beginning changes into x; = x+ dx or x + X, where dx is
assumed by metaphysical explanation . First it exists, and then
it is explained.

Then, however, y, = y+dy or y, = y+y. From the
arbitrary assumption the consequence follows that in the
expansion of the binomial x + Ax or x + %, the terms in x and
Ax which are obtained in addition to the first derivative, for
instance, must be juggled away in order to obtain the correct
result etc. etc. Since the real foundation of the differential
calculus proceeds from this last result, namely from the diffe-
rentials which anticipate and are not derived but instead are

assumed by explanation, then :—i ory—i as well, the symbolic
differential coefficient, is anticipated by this explanation.
If the increment of x = Ax and the increment of the variable

dependent on it = Ay, then it is self-evident (versteht sich von
A . .
selbst) that A_i represents the ratio of the incrementsof x and y .

This implies, however, that Ax figures in the denominator,
that is the increase of the independent variable is in the
denominator instead of the numerator, not the reverse; while
the final result of the development of the differential form,
namely the differential , is also given in the very beginning by the
assumed differentials.* :

’_" Marx distinguishes the differentials (die Differentiellen) dx and dy, the
infinitesimals of the differences Ax and Ay, from the differential {das Diffe-
renigi}: dy = f{x)dx. — Trans.
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If I assume the simplest possible (allereinfachste) ratio of the
dependent variable ¥ to the independent variable x, then ¥y =
x . Then I know that dy = dx or y = x. Since, however, I seek
the derivative of the independent [variable] x , which here = %,
I therefore have to divide® both sides by x or dx, so that:

EZ ory-7=1.

I therefore know once and for all that in the symbolic diffe-
rential coefficient the increment [of the independent variable]
must be placed in the denominator and not in the numerator.

Beginning, however, with functions of x in the second
degree, the derivative is found immediately by means of the
binomial theorem [which provides an expansion] where it
appears ready made (fix und fertig ) in the second term combined
with dx or x; that is with the increment of the first degree +
the terms to be juggled away. The sleight of hand (Eskamotage),
however, is unwittingly mathematically correct, because it only
juggles away errors of calculation arising from the original
sleight-of-hand in the very beginning.

¥y = x+ Ax is to be changed to

xy =x+dx or x+x,

whence this differential binomial may then be treated as are the
usual binomials, which from the technical standpoint would be
very convenient.

The only question which still could be raised: why the mys-
terious suppression of the terms standing in the way? That
specifically assumes that one knows they stand in the way and
do not truly belong to the derivative.

The answer is very simple: this is found purely by exper-
iment. Not only have the true derivatives been known for a long
time, both of many more complicated functions of x as well as
of their analytic forms as equations of curves, etc., but thev
have also been discovered by means of the most decisive exper-
iment possible, namely by the treatment of the simplest algeb-
raic function of second degree for example:
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y - ,x2
ytdy = (x+ dx)? = x? 4+ 2xdx + dx? ,
y+3y=(x+x2)? =x? + 2xx + x2 .

If we subtract the original function, x?(y = x?), from both
sides, then:

dy = 2x dx + dx?
§ = 2x% + %% 3
I suppress the last terms on both right] sides, then:

dy = 2xdx, _y=2xx,

and further
dy _
dx 2z
or
;y: = 2x .
x

We know, however, that the first term outof (x + a)? is x?;
the second 2xa ; if [ divide this expression by @, as above 2xdx
by dx or 2xx by %, we then obtain 2x as the first derivative of
x?, namely the increase in x ,5° which the binomial has added to
x%. Therefore the dx? or xi% had to be suppressed in order to
find the derivative; completely neglecting the fact that nothing
could begin with dx? or xx* in themselves.

In the experimental method, therefore, cne comes —right at
the second step — necessarily to the insight that dx? or %% has

te be juggled away, not only tc obtain the true result but any
resulr ar all.

Secondly, however, we had in

2x dx + dx* or 2xx+ xx

* Printed edition hes misprint x% here. — Trans.
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the true mathematical expression (second and third terms) of
the binomial (x + dx)? or (x + %)2. That this mathemarically
correct result rests on the mathematically basically false assump-
tion that x, — x = Ax is from the beginning x, — x =dx or %,
was not known.%® -

In other words, instead of using sleight of hand, one obtained
the same result by means of an algebraic operation of the
simplest kind and presented it to the mathematical world.

Therefore: mathematicians (man . . . selbst) really believed
in the mysterious character of the newly-discovered means of
calculation which led to the correct (and, particularly in the
geometric application, surprising) result by means of a posi-
tively false mathematical procedure. In this manner they
became themselves mystified, rated the new discovery all the
more highly, enraged all the more greatly the crowd of old
orthodox mathematicians, and elicited the shrieks of hostility
which echoed even in the world of non-specialists and which
were necessary for the blazing of this new path.

2) Rational Differential Calculus. D’ Alembert starts directly
from the point de départ (sic) of Newton and Leibnitz:
x; = x+ dx. But he immediately makes the fundamental
correction: x, = x +Ax, thatis, x and an undefined but prima
facie finite increment which he calls & . The transformation of
this 2 or Ax into dx (he uses the Leibnitz notation, like all
Frenchmen) is first found as the final resuit of the development
or at least just before the gate swings shut (vor Toresschluss),
while in the mystics and the initiators of the calculus it appears
as the starting point (d’Alembert himself begins with the sym-
bolic side,* but first transforms it symbolically). By this means
he immediately succeeds in two ways.%”

a) The ratio of differences

fx+ )~ fx) _ flx+ h)— flx)

h X;— X
1s the starting point of his construction (RBildung).

* Traditonally the left-hand side — Trans.
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1) jthe d__ifference] flx+ h)— f(x), corresponding to the
given algebraic function in x, stands out as soon as you replace
x itself with its increment x + & in the original function in x ,
for example, in x*. This form (= y, — y,if y = f{x)) is that of
the difference of the function , whose transformation into a ratio
of the increment of the function to the increment of the inde-
pendent variable now requires a development, so that it plays a
real role instead of a merely nominal one, as it does with the
mystics; for, if I have in these authors

flx) =2,
flx+h) =(x+ h)?=x3+ 3x2h+ 3xh?> + A%,
then I know from the very beginning, that in
flx+ h)— f(x) = x3+ 32k + 3xh? + B®— x*,

the opposing sides are to be reduced to the increment. This
needn’t even be written down, since I see that on the second
side the increment of x3 = the three following terms as well as
that in f(x + k) — f(x), only the increment of f{x) remains, or
dy . The first difference equation (Differensgleichung) therefore
only plays a role which from the very beginning is to disappear
again. The increments stand opposite one another on both
sides, and if I have them then I have from the definition of

dx, dy that j—i: or% is the ratio etc.; I therefore do not

need the first difference, formed by the subtraction of the
original function in x from the altered (by the replacement of x
by x+ k) function {(the increased function), in order to

construct Ey_ or l
dx

In d’Alembert it is necessary to hold fast to this difference
because the steps of the development (Entwicklungs-
bewegungen) are to be executed upon it. In place of the
positive expression of the difference, namely the increment, the
negative expression of the increment. namely the difference,
and thus f(x + &)= f(x), therefore comes to the fore on the
left-hand side. And this emphasis on the difference instead of
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the increment (*fluxion’ in Newton) is foreshadowed at least in
the dy of Leibnitzian notation as opposed to the Newtonian y.

2) flx+ h)— f(x) = 3x2h+ 3xh®> + A3 .
When both sides have been divided by #, we obtain

flx+ h)- f(x)
h

Thereby is formed on the left-hand side
fx+ B)= f(x) _ (x+ b= fx)

h Xi— X

= 3x2 + Ixh+ k2.

which therefore appears as a derived ratio of finite differences,
while with the mystics it was a completed ratio of increments
given by the definitions of dx or % and dy or y.

3) Now when in

flx+ )= fx) _ fix+h)— fx)

h x-_l_x

hisset =0, or x1 = x so that x; — x = 0, this expression is

transformed to 8_’ while by means of this setting # = 0 the

terms 3xh + A2 all become [zero] simultaneously, and this by
means of a correct mathematical operation. They are thus now
discarded without sleight of hand. One obtains:

dy

0
4)6 or a"“ = f{x) .

Just as with the mystics, this already existed as given, as soon
as x became x+ h, for (x + k) in place of x® produces
x*+ 3x%2k + etc., where 3x? already appears in the second
term of the series as the coefficient of h to the first power. The
derivation is therefore essentially [the] same as in Leibnitz and
Newton, but the ready-made derivative 3x? is separated in a
strictly algebraic manner from its other companions. It is no
development but rather a separation of the f{x) — here 3x* —
from its factor k& and from the neighbouring terms marching in
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closed ranks in the series. What has on the other hand really
been developed is the left-hand, symbolic side, namely dx , dy,

and their ratio, the symbohc differential coefficient 2 = %

(rather the inverse, 09 = d—i’-), which in turn once more generates

certain metaphysical shudderings, although the symbol has
been mathematically derived.

D’Alembert stripped the mystical veil from the differental
calculus and took an enormous step forward. Although his
Traité des fluides appeared in 1744 (see p.15*), the Leibnitzian
method continued to prevail for years in France. It is hardly
necessary to remark that Newton prevailed in England until the
first decades of the 19th century. But here as in France earlier
d’Alembert’s foundation has been dominant until today, with
some modifications. '

3) Purely Algebraic Differential Calculus. Lagrange, ‘Théorie
des fonctions analytigues’ (1797 and 1813). Just as under I} and
2}, the first starting point is the increased x; if

y or fix) = etc.,

then it is y; or flx+ dx) in the mystcal method, y,; or
fix+ k) (= f(x + Ax)) in the rational one. This binomial
starting point immediately produces the binomial expansmn on
the othert side, for example:

1™ + mx™h+ etc.,

where the second term mx™1h already yields ready-made the
real differential coefficient sought, mx™? .

a) When x + h replaces x in a given original function of x,
f(x+ k) is related to the series expansion (Entwicklungsreihe)
opposite it in exactly the same way that the undeveloped general
expression in algebra, in particular the binomial, is related to its
corresponding series expansion, as (x + #)?, for example in

(x+ k) = x>+ Ix2h+ etc.,

* See p.76
T i.e. right-hand — Trans.



98 MATHEMATICAL MANUSCRIPTS

is related to its equivalent series expansion x3+ 3x2h + etc.
With that step f(x + k) enters into the very same algebraic
relationship (only using variable quantities) which the general

expression has toward its expansion throughout algebra, the

relationship, for example, which a—f—; in

2 3

a X x X

=1l4—+—+—+ etc,
a a a

a— X

has toward the series expansion 1+ ete., or which sin(x + &)
in

sin(x + h) = sin x cosh+ cosx sin k
has toward the expansion standing opposite it.

D’Alembert merely algebraicised (x + dx) or (x + %) into
(x+ h), and thus R{x+ k) fromy+ dy, y + y into f(x + h).
But Lagrange reduces the entire expression (Gesamtausdruck)
to a purely algebraic character, since he places it, as a general
underdeveloped expression , opposite the series expansion to be
derived from it.

b) In the first method 1) , as well as the rational one 2) , the
real coefficient sought is fabricated ready-made by means of the
binomial theorem; it is found at once in the second term of the
series expansion, the term which therefore is necessarily com-
bined with 2. All the rest of the differential process then,
whether in 1) or in 2), is a luxury. We therefore throw the
needless ballast overboard. From the binomial expansion we
know once and for all that the first real coefficient is the factor of
%, the second that of k?, and so on. The real differential
coefficients are nothing other than those of the binomially
developed series of derived functions of the original function in x
(and the introduction of this category of dertved function one of
the most important). As for the separate differential forms, we
know that Ax is transformed into dx, Ay into dv, and that the

symbolic figure of % represents the first derivative, the sym-
X

« 2 - .
botic figure %2 represents the second derivative, the coeffic-
g dx? P
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ient of %‘hz , etc. We may thus allow the symmetry of half

of our purely algebraically obtained result to appear at the same
time in these its differential equivalent quantities (Dif-
ferentialdquivalenten) — a matter of nomenclature alone, all that
remains from differential calculus proper. The whole problem
is then resolved into finding (algebraic) methods ‘of developing
all kinds of functions of x + % in integral ascending powers of
k , which in many cases cannot be effected without great pro-
lixity of operation’.®
Until this point there is nothing in Lagrange which could not

be a direct result of d’Alembert’s method (since this includes
also the entire development of the mystics, only corrected).

"¢) While the development, therefore, of ¥, or f(x+ k) =
etc. steps into the place of the differential calculus up to now
Jand thereby, in fact, clarifies the mystery of the methods
proceeding from

y+dyory+y,x+ds orx+ %,

namely that their real development rests on the application of
the binomial theorem, while they represent from the very
beginning the increased x; as x + dx, the increased y; as
¥+ dy, and thus transform a monomial into a binomial], the
task now becomes, since we have in f{x + h) a function without
degree before us, the general undeveloped expression itself only,
to derive algebraically from this undeveloped expression the
general, and therefore valid for all power functions of x, series
expansion.

Here Lagrange takes as his immediate starting point for the
algebraicisation of the differential calculus the theorem of Tay-
lor outlived by Newton and the Newtonians ®® which in fact is the
most general, comprehensive theorem and at the same time
operational formula of differential calculus, namely the series
expansion, expressed in symbolic differential coefficients, of
¥y or fix+ k), viz:

Y1 oor flx+ k)
2, 2
=y(or f(x)) + %h +‘ii k~+

(_i__a.—‘i k3 +d4y h
dx? (21 dx® (2.3} dx* 2.3.4]

+ etc.
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d) Investigation of Taylor’s and MacLaurin’s theorem to be
added here.”® ‘

e) Lagrange’s algebraic expansion of f(x + &) into an equi-
>,
¥
still be the symbolic differential expression of the algebraically
derived functions of x. (This is to be continued from here
on.”!)

valent series, which Taylor etc. replaces, and it may only

IIT CONTINUATION OF EXTRACTS

¢) Continuation of i 25%

We have x, — x = Ax from the beginning for the expression
of the difference x 1 — x; the difference exists here only in its form
as a difference (as, ify is dependent on x, ¥, — y is written for
the most part). Since we set x; — x = Ax, we already give the
difference an expression different from itself. We express, if
only in indeterminate form, the value of this difference as a
quantity distinct from the difference itself. For example, 4—2is
the pure expression of the difference between 4 and 2; but4—2
= 2 is the difference expressed in 2 (on the right-hand side): a)
in positive form, so no longer as the difference; b) the sub-
traction is completed, the difference is calculated, and 4—2 =2
gives me 4 = 2+ 2. The second 2 appears here in the positive
form of the increment of the original 2. Therefore in a form
directly opposite to the difference form (einer der Differenzform
entgegengesetzten Form). Justasa— b =c,a = b+ ¢, wherec
appears as the increment of b, so in x;,— x = Ax, xy =
x + Ax, where Ax enters immediately as the increment of x .

The simple original setting x; — x = Ax = anythingt there-
fore puts in place of the' difference form another form, indeed
that of a sum, x, = x+ Ax, and at the same time simply
expresses the difference x; — x as the equivalent of the value of
this difference, the quantity Ax.

It’'sjustthesamein x; — x = Ax,x; — Ax =x. Wehavethe
difference form again here on the left-hand side, but this time as
the difference between the increased x, and its cwn increment,

* Sec p.84.
t In English in the original,
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standing independent next to it. The difference between it and
the increment of x(=Ax) is a difference which now already
expresses a defined, if also indeterminate, value of x.

If however one leaves the mystical differential calculus,
where x; — x enters immediately as x, — x = dx, and one first
of all* corrects dx to Ax , then one begins from x,— x = Ax;
thus from x; = x+Ax; but this in turn may then be turned
round to x+ Ax = x; , so that the increase of x again attains the

~undefined form x,, and as such enters directly into the cal-
culus, This is the starting point of our applied algebraic
method.

d) From this simple distinction of form there immediately
results a fundamental difference in the treatment of the calculus
which we demonstrate in detail (see the enclosed loose sheets)™?
in the analysis of d’Alembert’s method. Here we have only to
remark in general:

1) If the difference x, — x (and thus y, — y) enters immedi-
ately as its opposite, as the sum x, = x+Ax with its value
therefore immediately in the positive form of the increment Ax,
then, if x is replaced by x + Ax everywhere in the original
function in x , a binomial of definite degree is developed and the
development of x, is resolved into an application of the binomial
theorem. The binomial theorem is nothing but the general
expression which results from a binomial of the first degree
multiplied by itself m times. Multiplication therefore becomes
the method of development of x; [or] (x+Ax) if from the
beginning we interpret the difference as its opposite, as a sum.

2) Since in the general form x, = x+Ax the difference
x,— X, In its posirive form 2Ax, in the form, that is of the
increment , is the last or second term of the expression, thus x
becomes the first and Ax the second term of the original
funcrion in x when this is presented as a function in x + Ax.
We know from the binomial theorem, however, that the second
term only appears next to the first term as a factor raised to

increasing powers, as a multiplier, so that the factor of the first

* QOriginal d'abord — Trans.

HISTORICAL DEVELOPMENT 103

expression in x (which is determined by the degree of the
binomial) is (Ax)® = 1, the multplier of the second term is
(Ax)?, that of the third is (Ax)?, etc. The difference, in the
positive form of the increment, therefore only comes in as a
multiplier, and then for the first time, really (since (Ax)? = 1),
as the multiplier of the second term of the expanded binomial
{x+Ax)™,

3) If on the other hand we consider the development of the
function in x itself, the binomial theorem then gives us for this
first term, here x, the series of its derived functions. For
example, if we have (x + k)4, where k is the known quantity in

~ the binomial and x the unknown, we then have

x* 4+ 43R+ etc.

4x?, which appears in the second term and has the factor %
raised to the first power, is thus the first derived function of x,
or, expressed algebraically: if we have (x + I)* as the unde-
veloped expression of the binomial, then the developed series
gives us for the first increase of x* (for the increment) 4x3,
which enters as the coefficient of k. If, however, x is a variable
quantity and we have f(x) = x*, then this by its very growth
becomes f(x + k), or, in the first form,

flx+Ax) = (x+Ax)* = x*+ &x30x + et

x*, which is provided for us in the usual algebraic binomial
(x + h)* as the first term of the binom{ial expansion], now
appears in the binomial expression of the variable, in (x +Ax)*,
as the reproduction of the original function in x before it
increased and became (x +Ax). It is clear from the very begin-
ning by the nature of the binomial theorem that when f(x) = x*
becomes f(x + k) = (x + h)*, the first member of {the expan-
sion of] (x + R)* is equal to x*, that is, must be = the original
function in x; (x + A)* must contain both the original function
in x {(here x*) + the addition of all the terms which x* gains by
becoming (x + %)*, and thus the first term [of the expansion
of) of the binomial (x + #)* [is the original function].
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4) Furthermore: the second term of the binomial expansion,
4x3h , provides us immediately ready-made (fix und fertig) with
the first derived function of x*, namely 4x3. Thus this deri-
vation has been obtained by the expansion of

Ax+Ax) = (x+Ax)4;

obtained by means of the interpretation from the beginning of
the difference x, — x as its opposite, as the sum x + Ax.

It is thus the binomial expansion of f(x + Ax),ory, , which
f(x) has become by its increase, which gives us the first deriva-
tive, the coefficient of k (in the binomial series); and indeed
right at the beginning of the binomial expansion, in its second
term. The derivative is thus in no way obtained by dif-
ferentiation but instead simply by the expansion of f(x + &) or
¥, into a defined expression obtained by simple multiplication.

The crucial point (Angelpunkt) of this method is thus the
development from the undefined expression y, or f{x+ k) to
the defined binomial form, but using not at all the development
of x; — x and therefore as well of y; — y or f(x + h)— f(x) as
differences.

5} The only difference equation which comes out in this
method is the one which we obtain immediately:

fx+Ax)=(x+Ax)*=x%+ 4x3Ax + 6x2Ax? + 4xAx? + Ax?,
when we write:

x*+ 4x3Ax + 6x2 Ax? + 4x Ax3+Axt— x*,

putting the original function x*, which forms the beginning of
the series, back again behind, we now have before us the
increment which the original function in x obtained through the
use of the binomial expansion. Newton also writes in this way.
And so we have the increment

dx3/x + 6x2 Ax? + 4xAxd+ Axt,
the increment of the original function, x*. This way we use, on

the other hand, no difference of any kind. The increment of y
comes from the increment of x, if
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_yor f(x) = x*.
So that Newton also writes immediately:
dy,to him ¥y = 4x*% + etc.

6) The entire remaining development now consists of the
fact that we have to liberate the ready-made derivative 4x? from
its factor Ax and from its neighbouring terms, to prise it loose
from its surroundings. So this is no method of development,
but rather a method of separation.

e) The differentiation of f(x) (as [a] general expression )

Let us note first of all (@’abord) that the concept of the
‘derived function’, for the successive real equivalents of the
symbolic differential coefficients, which was completely -
unknown to the original discoverers of differential calculus and
their first disciples, was in fact first inroduced by Lagrange.
To the former the dependent variable, y for example, appears
only as a function of x , corresponding completely to the original
algebraic meaning of function, first applied to the so-called
indeterminate equations where there are more unknowns than
equations, where therefore y, for example, takes on different
values as different values are assumed for x. With Lagrange,
however, the original functon is the defined expression of x
which is to be differentiated; soif y or f{x) = x*, then x* is the
original function, 4x? is the first derivative, etc. In order to
lessen the confusion, then, the dependent y or f(x) is to be
called the function of x in contrast to the original function in the
Lagrangian sense, the original function in x , corresponding to
the ‘derived’ functions in x.

In the algebraic method, where we first develop f*, the
preliminary derivative or [the ratio of] finite differences, and
where we first develop from it the definitive derivative, f, we
know from the very beginning: f(x} =y, so that 2) Af(x) =
Ay, and therefore turned round Ay = Af(x). What is
developed next is just Af(x), the value of the finite difference
of flx).

We find
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fi{x) = %x-! , S0 that —g'-z— l=ﬂ(x) .

And so as well:

Ay = fix)Ax ,
and since Ay = Af(x),

Of(x) = fix)Ax .
The pext development of the differential expression, which
finally yields

df(x) = f(x)dx ,

is simply the differential expression of the previously developed
finite difference.
In the usual method

dy or df(x) = f(x)dx

is not developed at all, rather instead, see above, the f(x)
provided ready-made by the binomial (x+Ax) or (x + dx) is
only separated from its factor and its neighbouring terms.

Taylor’s Theorem,
MacLaurin’s Theorem and
Lagrange’s Theory
of Derived Functions
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1. FROM THE MANUSCRIPT ‘TAYLOR’S
THEOREM, MACLAURIN’S THEOREM, AND
LAGRANGE’S THEORY OF DERIVED
FUNCTIONS'"?

I

Newton’s discovery of the binomial (in his application, aiso
of the polynomial) theorem revolutionised the whole of algebra,
since it made possible for the first time a general theory of
equations .

The binomial theorem, however — and this the mathemati-

cians have definitely recognised, particularly since Lagrange —
is also the primary basis (Hauptbasis) for differential calculus.
Even a superficial glance shows that cutside the circular func-
tions, whose development comes from trigonometry, all diffe-
rentials of monomials such as x™, a*, log x, etc. can be
developed from the binomial theorem alone.”*
It is indeed the fashion of textbooks (Lehrbuchsmode) now-
adays to prove both that the binomial theorem can be derived
from Taylor’s and MacLaurin’s theorems and the converse.”®
Nonetheless nowhere — not even in Lagrange, whose theory of
derived functions gave differential calculus a new foundation
(Basis) — has the connection between the binomial theorem
and these two theorems been established in all its original
simplicity, and it is important here as everywhere, for science to
strip away the veil of obscurity,

Taylor’s theorem, historically prior to that of MacLaurin’s,

" provides — under certain assumptions - for any function of x

which increases by a positive or negative increment k ,”® there-
fore in general for f{x=+}h), a series of symbolic expressions
indicating by what series of differential operations f{x+A) is to

109
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be developed. The subject at hand is thus the development of an
arbitrary function of x, as soon as it varies .

MacLaurin on the other hand — also under certain assump-
tions — provides the general development of any function of x
iself, also in a series of symbolic expressions which indicate
how such functions, whose solution is often very difficult and
complicated algebraically, can be found easily by means of
differential calculus. The development of an arbitrary function
of x, however, means nothing other than the development of the
constant functions combined with [powers of| the independent
variable x 77 for the development of the variable itself shouild be
identical to its variation, and thus to the object of Taylor’s
theorem.

Both theorems are grand generalisations in which the diffe-
rential symbols themselves become the contents of the equ-
ation. In place of the real successive derived functions of x only
the derivatives are represented, in the form of their symbolic
equivalents, which indicate just so many strategies of oper-

_ations to be performed, independently of the form of the func-
tion of f{x + k). And so two formulae are obtained which with
certain restrictions are applicable to all specific functions of x
orx+ h.

Taylor's Formula:
fx+R) or y,
d%y h* d3% h? +d_4y“ h*

N PO ) ,
I T 212 ax’1.2.3  dx1.2.3.4 T €
MacLaurin’s Formula:
fix) or ¥ =
dy. x dv x? d%. x° dYy . xt
(L e e e e
('w+ia’}1 N N R N SR L A
4+ etc .
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The mere appearance here shows what one might call, both
historically and theoretically, the arithmetic of differential cal-
culus , that is, the development of its fundamental operations is
already assumed to be well-known and available. This should
not be forgotten in the following, where I assume this acquam-
tance.

II

MacLaurin’s theorem may be treated as a special case of
Taylor’s theorem.
With Taylor we have

y = flx),
=flx+h) = f(x) or y+ Dy ldlyzh2+ etc.
dx Z2dx
+[~—-—-—-————1 5 31 ]j?lhu etc.

If weset x= 0 in f(x + &) and on the right-hand side as well,
in ¥ or f(x) and in its symbolic derived functions of the form

=2 etc., so that they consist simply of the development

of the constant elements of x,’® then:

3

&y e
{1 z+ (53] 173t e

1 =f(x+ k) = fl0+ k) then becomes the same function of h
which y = f(x) is of x: since h goesinto f(h) justas x goesinto

f) = (») + (%)h

f(x) and (y) into l. J, all trace of x is wiped out.

We therefore can replace # with x on both sides and then
obrain:
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) = ) o O+ (2)x+ (4 23’) X2 L et

1.2
dy xn
oo ot e
Or as others have written it,
2
fx) = flO) + F(Ox + £ ‘”T{f” ) 755+ ete.

such as for example in the development of f(x) or (¢ + x)™:
e+ 0™ =f0) =™,

m{c+ )™ = me™lx = f(0)x etc.

In the following, where we come to Lagrange, I will no longer
consider MacLaurin’s theorem as merely a special case of Tay-
lor’s. Letit only be noted here that it has its so-called “failures™
just like Taylor’s theorem. The failures all originate in the
former in the irrational nature of the constant function, in the
latter in that of the variable.??

It may now be asked:

Did not Newton merely give the result to the world, as he
does, for example, in the most difficult cases in the Arithmetica
- Universalis, having already developed in complete silence Tay-
lor’s and MacLaurin’s theorems for his private use from the
binomial theorem, which he discovered? This may be answered
with absolute certainty in the negative: he was not one to leave
to his students the credit (Aneignung) for such a discovery. In
fact he was still too absorbed in working out the differential
operations themselves, operations which are already assumed
to be given and well-known in Taylor and MacLaurin. Besides,
Newton, as his first elementary formulae of calculus show,
obviously arrived at them at first from mechanical points of
departure, not those of pure analysis.

* In English in quotes in the criginal — Trans.
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As for Taylor and MacLaurin on the other hand, they work
and operate from the very beginning on the ground of diffe-
rential calculus itself and thus had no reason (Anlass) to look for
its simplest possible algebraic starting-point, all the less so since
the quarrel between the Newtonians and Leibnitzians revolved
about the defined, already completed forms of the calculus as a
newly discovered, completely separate discipline of mathema-
tics, as different from the usual algebra as Heaven is wide (von
der gewohnlichen Algebra himmelweit verschiednen).

The relationship of their respective starting equations to the
binomial theorem was understood for itself, but no more than,
for example, itis understood by itself in the differentiation of xy

orf that these are expressions obtained by means of ordinary

algebra.

The real and therefore the simplest relation of the new with
the old is discovered as soon as the new gains its final form, and
one may say the differential calculus gained this relation
through the theorems of Taylor and MacLaurin. Therefore the
thought first occurred to Lagrange to return the differential
calculus to a firm algebraic foundation (auf strikt algebraische
Basis). Perhaps his forerunner in this was Fohn Landen, an
English mathematician from the middle of the 18th century, in
his Residual Analysis. Indeed, I must look for this book in the
{British] Museum before I can make a judgement on it.

ITI. Lagrange’s Theory of Functions

Lagrange proceeds from the algebraic basis (Begrundung) of
Taylor’s theorem, and thus from the most general formula of
differential calculus.

It is only too noticeable with respect to Taylor’s beginning
equation:

vy or flx+h) =y or fix)+ Ah+ Bl + Ch? + etc.

1} This series is in no way proved; f{x + %) is no binomial of
a defined degree; f(x + k) is much more the undefined general
expression of any function jof the variablef x which increases
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by a positive or negative increment #; f(x+ k) therefore
includes functions of x of-any defined degree but at the same
time excludes any defined degree to the series expansion itself.
Taylor himself therefore puts ‘ + etc.’ on the end of the series.
However, that the series expansion which is valid for defined
functions of x containing an increment — whether they are
capable of representation now in a finite equation®® or an infi-
nite series — is no longer applicable to the undefined general
f(x) and therefore equally well to the undefined general f(x,)
or f(x + k), must first be proved.

2) The equation is translated into the language of differentials
by virtue of the fact that it is twice differentiated, that is, y,
once with respect to % as variable and x constant, but then
again with respect to x as variable and & constant. In this
manner two equations are produced whose first sides are iden-
tical while their second sides are different in form. In order,
however, to be able to equate the undefined coefficients (which
are all functions of x) of these two sides, it is also necessary to
assume both that the individual coefficients A, B, etc., are
undefined, to be sure, but finite quantities , and that their accom-
panying factors 4 increase in whole and positive powers.?1 If it is
assumed — which is not the case -— that Taylor had proved
everything for f(x + k) aslong as the x in f(x) remains general,
then for that very reason it would not be valid at all as soon as
the functions of x took on definite, particular values. This
could be on the contrary irreconcilable with the treatment, by
means of its series,

dy, &y

I d2k2+etc

yi =3+

In one word, the conditions or assumptions which are
involved in Taylor’s unproven beginning equation are naturally
found also in the theorem derived from it:

dy d?y

¥ =y (EIH- d_z i+ elc.

It is therefore inapplicable to certain functions of ¥ which
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contradict -any of the assumptions. Therefore the so-called
failures of the theorem. ‘

Iagrange provided an algebraic foundation for the beginning
equation (begriindet die Ausgangsgleichung algebraisch) and at the
same time showed by means of the development itself which
particular cases, due to their gemeral character, that is, con-
tradicting the general, undeﬁned character of the function of x,
are excluded.

H) 1) Lagrange’s greatservice is not only to have provided a
foundation in pure algebraic analysis for the Taylor theorem
and differential calculus in general, but also and in particular to
have introduced the concept of the derived function, which all
of his successors have in fact used, more or less, although
without mentioning it. But he was not satisfied with that. He
provides the purely algebraic development of all possible func-
tions of (x + h) with increasing whole positive powers of 4 and
then attributes to it the given name (Taufname) of the diffe-
rential calculus. All the conveniences and condensations (Tay-
lor’s theorem, etc.) which differential calculus affords itself are
thereby forfeited, and very often replaced by algebraic oper-
ations of much more far-reaching and complicated nature.

2) As far as pure analysis is concerned Lagrange in fact
becomes free from all of what to him appears to be metaphysical
transcendence in Newton’s fluxions, Leibnitz’s infinitesimals
of different order, the limit value theorem of vanishing quan-

dx
rential coefficient, etc. Still, this does not prevent him from
constantly needing one or another of these ‘metaphysical’ rep-
resentations himself in the application of his theories and curves
etc.

tities, the replacement of % ( dy ) as a symbol for the diffe-



2. FROM THE UNFINISHED MANUSCRIPT
‘TAYLOR’S THEOREM’

If therefore in Taylor’s theorem®? 1) we adopt the idea from a
specific form of the binomial theorem in which it is assumed that
in (x+ k)™ m is a whole positive power and thus also that the
factors appear as k = k°, k1, k2, k3, etc., that is, that & fis
raised to a] whole, increasing, positive power, then 2) just asin
the algebraic binomial theorem of the general form, the dertved
functions of x are defined and thereby finite functions in x. At
this point, however, yet a third condition comes in. The derived
functions of x canonlybe =0, = + %, = ~ o, justask!¥l can
only be = £ or 2™ (for example #/?) when the variable x
takes on particular values, x = a, for example.®?

Summed up in general: Taylor’s theorem is in general only
applicable to the development of functions of x in which x
becomes = x + % or is increased from x to xq if 1) the
independent variable x retains the general , undefined form x 3 2)
the original function in x itself is capable of development by
means of differentiation into a series of defined and thereby
finite , dertved functions in x, with corresponding factors of &
with increasing, positive and integral exponents, so with &1, 2,
h? etc.

All these conditions, however, are only another expression
for the fact that this theorem is the binomial theorem with
whole and positive exponents, translated into differential lan-
guage.

Where these conditions are not fulfilled, where Tavior's
theorem is not applicable, that js, there enter what are called in
differential calculus the “failures '* of this theorern.

* In English in original — Ed.
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The biggest failure of Taylor’s theorem, however, does not
consist of these particular failures of application but rather the
general failure, that '

y=fx) [and] y, = fx+4h),

which are only symbolic expressions of a binomial of some sort
of degree,®* are transformed into expressions where f(x) is a
function of x which includes all degrees and thereby has no
degree itself, so thaty; = f(x + k) equally well includes all
degrees and is itself of no degree, and even more that it becomes
the undeveloped general expression of any function of the
variable x, as soon as it increases. The series development
into which the ungraded f(x+ %) is expanded, namely
y+ Ah + Bh? + Ch®+ etc.,therefore also includes all degrees
without itself having any degree.

This leap from ordinary algebra, and besides by means of
ordinary algebra, into the algebra of variables is assumed as
un fait accompli, it is not proved and is prima facie in contra-
diction to all the laws of conventional algebra, where ¥y = f(x),
y; = flx+ k) could never have this meaning.

In other words, the starting equation

y, or fix+ k) =1y or f(x)+ Ak + Bh? +
+ Ch*+ Dh*+ EA5+ etc.

is not only not proved but indeed knowingly or unknowingly
assumes a substitution of variables for constants , which flies in
the face of all the laws of algebra — for algebra, and thus the
algebraic binomial, only admits of constants, indeed only two
sorts of constants, known and unknown. The derivation of this
equation from algebra therefore appears to rest on a deception.

Yet now if in fact Tayior’s theorem — whose failures in
application hardly come into consideration, since as a matter of
fact they are restricted to functions of x with which dif-
ferentation gives no result®® and are thus in general inac-
cessible to treatment by the differentizl calculus — has proved
to be in practice the most comprehensive, most general and
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most successful operational formula (Operationsformel) of all

" differential calculus; then this is only the crowning of the
edifice of the Newtonian school, to which he belonged, and of
the Newton-Leibnitz period of development of differential cal-
culus in general, which from the very beginning drew correct
results from false premises.

The algebraic proof of Taylor’s theorem has now been given
by Lagrange, and it in general provides the foundation (Basis)
of his algebraic method of differential calculus. On the subject
itself I will go into greater detail in the eventual historical part of
this manuscript.8¢ _

As a lusus historiae [an aside in the story] let it be noted here
that Lagrange in no way goes back to the unknown foundation
for Taylor — to the binomial theorem, the binomial theorem in
the most elementary form, too, where it consists of only two
quantities, (x + a) or here, (x + k), and has a positive expo-
nent.

Much less does he go back further and ask himself, why the
binomial theorem of Newton, translated into differential form
and at the same time freed of its algebraic conditions by means
of a powerful blow (Gewaltstreich), appears as the com-
prehensive, overall operational formula of the calculus he
founded? The answer was simple: because from the very begin-
ning Newton sets x; — x = dx, so that x, = x+ dx. The
development of the difference is thus at once transformed into
the development of a sum in the binomial (x + dx) — whence
we disregard completely that it had to have been set x, — x =
Ax or k (so that x; = x+ Ax or = x+ k). Taylor only
developed this fundamental basis to its most general and com-
prehensive form, which only became possible once all the fun-
damental operations of differential calculus had been dis-

covered; for what sense had his %, %, etc. unless one
&y dy

could already develop the corresponding =, i

erc.
dx

for all essential functions in x?

Lagrange, conversely, bases himself directly on Taylor’s theorem
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(schliesst sich direkt an Taylor’s Theorem an), from a standpoint,
naturally, where on the one hand the successors of the
Newton-1 eibnitz epoch already provide him with the corrected
version of x, — x =dx,sothatas welly, — y = fix + k) — f(x),
while on the other hand he produced, right in the algeb-
raicisation of Taylor’s formula, his own theory of the derived
function. [ In just such a manner Fichte followed Kant, Schel-
ling Fichte, and Hegel Schelling, and neither Fichte nor Schel-
ling nor Hegel investigated the general foundation of Kant, of
idealism in general: for otherwise they would not have been able
to develop it further .
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ON THE AMBIGUITY OF THE TERMS ‘LIMIT’
AND ‘LIMIT VALUE’®?

D x3;
a) (x+Rh)* = x>+ 3hx?+ 302x + B° ;|
b) (x+ k)3 — % = 3x2h + 3xh? + A2

(x+ h)3— x3
h

If k becomes = 0, then

c) =3x2 4+ 3xh+ K2 .

(x+ 0)3_x3 or x3_x3=9 o d__y
0 0 0 i

and the right-hand side = 3x2, so that

d
2o 3y
X
y=x oy =i

Yi—y =xi—x = (x;— %) (x2+ x,x+ x2) ;

IR
EATuE A jdri;:acz-kxx-ﬁ-xz_;
X;— X dx

dy

g Y

dx *
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IT) Letusset x;— x = h. Then:
D@Gyg—x) (x2+ xx0+ x2) = h(x3 + xx+ x2) 3
2) so that:

Yi— ¥

5 =x3+ x,x+x? .

In 1) thecoefficient of & isnot the completed derivative, like f
above, but rather f1; the division of both sides by A, there-

fore, also leads not to %, but rather

JAN YA
—}—1’2 or Ei=xf+x1x+ x?

etc., etc.
If we begin on the other side in I ¢), namely in

USRAR0 ket (CONP TSl W WA T
h h

from the assumption that the more the value of 2 decreases on
the right-hand side, so much the more does the value of the
terms 3xh + h? decrease,®® so that the value as well of the
entire right-hand side 3x? + 3xk + 72 more and more closely
approaches the value 3x2, we then must set down, however: ‘yet
without being able to coincide with it’.

3x% thus becomes a value which the series constantly
approaches, without ever reaching it, and thus, even more,
without ever being able to exceed it. In this sense 3x? becomes
the fimir value®® of the series 3x2 + 3xh + A2,

On the other side the gquantity 913—*7\’ {or :—‘——_-i | aiso

: f—x

decreases all the more, the more its denominator # decreases.®?

Yz

Since, however, }--'—“—t is the equivaleni of 3x 4 3k + k2
H

the hmit value of the sertes is also the ratio’s own Iisur vaiue in
the same sense that it 1s the limii value of the equivalent series.
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However, as soon as we set A= 0, the terms on the right-hand
side vanish, making 3x? the limit of its value; now 3x? is the
first derivative of x3 and so = f(x). As f(x) itindicates thatan
F(x) is also derivable from it (in the given case it = 6x) etc.,
and thus that the increment f{x) or 3x? is not = the sum of the
increments which can be developed from f(x)} = x3. Were f(x)
itself an infinite series, so naturally the series of increments
which can be developed from it would be infinite as well. In this
sense, however, the developed series of increments becomes, as
soon as I break it off, the limit value of the development, where -
limit value here is in the usual algebraic or arithmetic meaning,
just as the developed part of an endless decimal fraction
becomes the limit of its possible development, a limit which is
satisfactory on practical or theoretical grounds. This has abso-
iutely nothing in common with the limit value in the first sense.

Here in the second sense the limit value may be arbitrarily
increased, while there it may be only decreased. Furthermore

Ya—¥ . Y1)
h x1'_'x,

so long as & is only decreased, only approaches the expression

%; this is a limit which it may never attain and still less ex-

ceed, and thus far % may be considered its limit value.®*
As soon, however, as Jﬁ—;i is transformed to (Q) = %, the

latter has ceased .to be the limit value of y—*—"k:v, since the

latter has itself disappeared into its limit.*2 With respect to its
eartier form, '\-"—h‘-;\’ or :—i‘:-%ﬁ we may only sav that g is its
zbsohite minimal expression which, treated in isolation,
15 no expression of value Werrgusdruck b but 8 ior éi inow has

3x* opposite it as its real equivalent, that 1s f{x}.
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And so in the equation

0 dy,
5 (o Z)=f®
neither of the two sides is the limit value of the other. They do

not have alimit relationship (Grenzverhdlmis ) to one another, but
rathe_r a relationship of equivalence (Aquivalentverhdleis). If T

have % = 2 then neither is 2 the Limit of g nor is g the limit

of 2. This simply comes from the well-worn tautology that the
value of a quantity = the limit of its value.

The concept of the limit value may therefore be interpreted
wrongly, and is constantly interpreted wrongly (missdeuter). It
is applied in differential equations®® as a means of preparing the
way for setting x; — x or 2= 0 and of bringing the latter closer
to its presentation: — a childishness which has its origin in the
first mystical and mystifying methods of calculus.

In the application of differential equations to curves, etc., it
really serves to make things more apparent geometricaily.

COMPARISON OF D’ALEMBERT’S METHOD TO
THE ALGEBRAIC METHOD

Let us compare d’Alembert’s method to the algebraic oné.
ID) Ax) ory = x3; , 7.
a).f(x+ h) ory; = (x+ k) = x>+ 3x%h+ 3xch?+ 13 ;
b) flx+ kY= fx) or y;—y = 3x%h + 3xh>+ A2 3

PRCSIET RS

= 3x2+ 3xh + h2;
ifh =0

0 dy _ 2
d) 5 °F E;C—Bx = flx) .

II) flx) or y=1x°;
a) flxy) or y;=x%;
b) flx,)~ flx) or y;—y = x3— x3
= (xy— x)(x3+ x,x + x2)

¢) flxy )= flx) or Yi— ¥

X;— X Xq~ X

=x3+x,x+x?.

If x; becomes = x, then . — ¥ = 0, hence:
.4 dy 5

. y .
dy — or = = (x4 xx 4 x2) = 3x2 .
0 dx ’
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It is the same in both so far: if the independent variable x
increases, so does the dependent |variable] y. Everything
depends on how the increase of x is expressed. If x becomes
X1, then x;— x = Ax = h (an undefined, infinitely con-
tractible but always finite difference).?®

If Ax or k is the increment by which x has increased, then:

a)x,; = x+Ax, but also in reverse b) x+Ax or x+ h = x5.

The differential calculus begins historically with a); with the
fact, that is, that the difference Ax or the increment k (one
expresses the same thing as the other: the first negatively as the
difference Ax, the second positively as the increment k) exists
independently next to the quantity x, whose increment it is and
thus which it expresses as increased, but increased by h. It
thereby achieves the advantage from the very beginning, that
the original function of the variables corresponding to this
general expression, as soon as it increases, is expressed in a
binomial of a defined degree, and therefore from the very
beginning the binomial theorem is applicable to it. Already, in
fact, we have a binomial on the general, the left-hand, side,
namely x+Ax [, such that f(x+Ax)] or y; = etc.

The mystical differential calculus immediately transforms:

(x+Ax) into

(x + dx) or according to Newton, x + %.%¢ Thereby we have
also immediately obtained on the right-hand, the algebraic, side
a binomial in x+ dx or x + % which may be treated as an
ordinary binomial. The transformation from Ax to dx or % is
assumed a priort rather than rejected on mathematical grounds,
so that later the mystical suppression of terms of the developed
binomial becomes possible.

D’Alembert begins with {x +dx)} but corrects the expression
to {(x+ Ax), alias (x+ h); a development now becomes
necessary in which Ax or # is transformed into dx, but al of
that development really proceeds (das st aucii alle Entwicklung,
die wirklich worgeht).

Whether 1t begin falsely with (x+ dx} or correctly with
{x 4+ &), this undefined binomial placed in the given algebraic
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function of x transforms into a binomial of a defined degree —
such as (x + k)? now appears in Ia) instead of x*— and even
into a binomial in which in the first case dx, in the other case
appears as its last term, and also in the expansion as well as
merely a factor to which the functions derived from the bino-
mial are externally attached (behafiet).

Therefore we find righrin Ia) the complete first derivative of
x?, namely 3x2, as the coefficient in the second term of the
series, attached to . 3x2 = f{x) remains unchanged from now
on, It is itself derived by means of no sort of process of dif-
ferentiation at all but rather provided from the very beginning
by means of the binomial theorem, indeed because from the
very beginning we have represented the increased x as a bino-
mial,

x+Ax =x+ h,

as x increased by k. The entire problem now consists of uncou-
pling not the embryonic but the ready-made f(x) from its
factor k and from its other neighbouring terms.

In IIa) in contrast, the increased x, enters the algebraic
function in exactly the same form as x originally entered it;
x® becomes x3. The derivative f(x) can only be obtained at
the end by means of two successive differentiations, and those
of quite distinct character indeed.

In equation Ib) the difference fix + h)— f(x) or y;— ¥
now prepares the arrival of the symbolic differential coefficient;
in real terims, however, all that changes is that it moves out of
second rank into the first rank of the series and therefore makes
possible its liberation from k.

InIlb) we obtain the expression of differences on both sides;
it has been so developed on the algebraic side that (x, — x)
appears as a factor beside a derived function in x and x, which
was obtained by means of the division of x% -~ x* by xy ~ x.
Only the existence of the differcace x3 - x* made possible its
separation into two factors. Since

Xl—’x :hJ
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the two factors into which x3— x? is resolved may also be
written 2(x3 + x,x + x2). This points up a new difference with
Ib). k itself as the factor of the preliminary derivative is only

derived by means of the expansion of the difference x3— x3

into the product of two factors, while 4 as the factor of the
‘derivative’, exists just like the latter in Ia), already complete
before any difference has been developed at all. That the unde-
fined increase from x to x, takes the separated form of the factor
h next to x, is assumed from the very beginning in I), but proved
(since x, — x = h) by means of the derivation in IT). Indeed, on
the one hand % is undefined in I) while on the other hand it is
already fairly well defined, since the undefined increase of x
already appears as a separate quantity by which x has increased,
and thus as such it enters next to it.

In Ic), f(x) is now freed of its factor #; we thus obtain on

the left-hand side 311—;3)— or ﬂfi—%)—‘—)@—} , thus a still finite

expression of the differential coefficient. On the other side,
however, we have reached the point where, when we set
h = 0in &-"L—"})l;ﬂx—) , and this transforms into g = % s
we obtain on one side in Id) the symbolic differential coef-
ficient and on the other f{(x), which appeared complete already
in Ia) but now has been freed of its neighbouring terms and
-stands alone on the right-hand side.

Positive development only proceeds on the left-hand side,
since here the symbolic differential coefficient is produced. On
the right-hand side the development consists only of freeing
F(x) = 3x?, already found in Ia) by means of the binomial,
from its original impediment. The transformation of A into 0
or x; — x = (0 lias only this negative meaning c¢n the right-hand
side. :

InTleh. by contrasi, a prelimingry derivarios is only obtained

by dividing both s3des b xy - v 0 B
Finally, in ITd: the defomitiee Jderioative 1s abrained by the
positive setung of v, =+, This ¥, = x means, however, sctung

at the same time x; - x» = 0, and therefore transforms the
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finite ratio *2—2 on the left-hand side to % or ‘—;1 .
X,— X% . x

InI) the ‘derivative’ is no more found by setting x; — x= 0
or i = 0 than it is in the mystical differential method. In both
cases the neighbouring terms of the f(x) which appeared com-
plete from the very beginning have been tossed aside, nowin a
mathematically correct manner, there by means of a coup
d’etat.
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Substituting in here the value of ¥ from equation b) gives

Y _ a2
5u 6(x°+ ax?) .

Since y in a) is differentiated with respect to u, thus

ANALYSIS OF D’ALEMBERT’S METHOD BY (uy—u) =h or k= (u;~u),
MEANS OF YET ANOTHER EXAMPLEY’

since # is the independent variable.

: : And so:
Let us now develop according to d’Alembert’s method:

a) flu)® or y = 3u? ;
b) f(x) or u = x*+ ax2.

2 = 6(x3 + ax?) .
du

(This.is obtained from f(u.) ory = 3u?.)

y =3, (1) [We now develop b) in the same manner, so that]
Sw) = 32 . (1a)
flu+ ) = 3u+ B)?, | : b) f(x) or u = x+ ax?,
. x+h)=(x+h)¥+ alx + k)2

fu+ k)= flu) = 3(u+ h)? = 32 i fix+ k) = (x )3 ( S
= 3u? + 6uh+ 3h% — 32 = Guh + 342 (2) flx+ )= flx) = (x+ B)*+ a(x + h)? — x*— ax

= x3+ 3x% + 3xh?+ A - x3
(here is the derived function , already complete in the coefficient of h ; + ax?4 2axh + ah? — ax?

by means of the binomial theorem), !

St DS _ gy 3 £+ W)= fx)

h

il

(3x2+ 2ax)h+ (3x+ a)h*+ A3,

=3x2+ 2ax+ 3x+ adh + K% .

Flu) = 6u, already given complete in (2), is freed of its factor
it by means of division. If we now set £ = 0, on the second side:
flur O-fly 0 or &

— =y, — or — = 3x? + Jax .
0 0 dx
The derived function is already contained complete, how-
Gy 0y ever, in
- altas - = = = (O
{

fx+ k) = x+ i+ alx + A)*

132



134 MATHEMATICAL MANUSCRIPTS
since this produces

x3+ 3x2h+ 3xh2 + B3+ ax? + 2axh + ak? .
Thus

3+ ax? + (3x? + 2ax)h+ (3x + adh® + b3 .

It already appears complete as the coefficient of k. This deriva-
tive is therefore not obtained by means of differentiation, but
rather by means of an increase from f(x) to f(x + h) and thus
from x>+ ax? to (x + k)3 + a(x + k). It is obtained simply
by virtue of the fact that when x becomes x + % we obtain a
binomial in x + % of defined degree on the second side, a
. binomial whose second term, multiplied (behaftetes) by k-, con-
tains the derived function of u, f(u), ready-made (fix und
Sertig).

The rest of the procedures serve only to liberate the flx)
thus given from the very beginning from its own coefficient 4
and from all other terms.

The equation

et Do f) _

provides two things: first, it makes it possible to obtain the
numerator on the first side as the difference of f(x), presently
= Af(x); on the second side, however, it provides the algeb-
raic opportunity to extract the original function given int x,
x*+ ax?, from the product of (x + A)* + a(x + h)? etc.

So we continue. We have obtained for a):

dy .
= = 6(x? 4+ ax?) .
‘ du
and for h:
hie
tsid -
= = 3x? 4+ Jgx
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. dy . du
We multiply 2 by —, so that
du dx

dy du _ dy

du dx  dx’
which was to be found. Let us substitute in here the values

found for dy and d—“; so that
du dx

& = 6(x3+ ax?)(3x? + 2ax)
dx

and therefore, generally expressed, if we have:

dy  dftw) Cdu_ df(x)
y=fw; 2=T gy, BT

hence

dy du _dy _dftw) df(x)

du dx O dx  du  dx

If we now substitute & = u;- u into equation a) and
h = x; ~ x into equation b), things are so arranged that:

vy oor flu) = 3u? ,
flu+ (=) = 3u+ (wy— u))?

3 + Gulug— u)+ 3wy, —u)? ,

S+ tyy—w— fluy = 3 = ulu, — ud

S A e B
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flu+ (uy— u))— flu)

ul_u

=6u+ 3u,—u) .
Hence [1f] i, — u in the first term = 0, then

d—u=6u+0=6u.

This shows that when f(u) from the very beginning becomes
fQu + (uy— u)), then its increment appears as the positive
second term of a defined binomial on the second side, and this
second term, which is multiplied by (u,— u) or & by the
binomial theorem, immediately becomes the coefficient to be
found. If the second term is polynomial, as it is in

x3+ ax?, which becomes (x + h)*+ a(x + k)2,

or
(x+ (x1—= )3+ a(x+ (x,— x))? ,

then we have only to sum the terms multiplied by x; — x to the
first power, alias & to the first power, as the coefficient of # or
x1— x5 and we have again the complete coefficient.

This result shows:

1) that when in d’Alembert’s development x, — x =k is put
inreversek = x; — x, thereby absolutely nothing is changed in
the method itself, rather the method simply brings out more
clearly how to obtain the binomial by means of f(x + &) or
flx + (x4 — x)) for the algebraic expression on the other side in
place of the original function, in place of 3u? for examplein the
given case.

The second term which one finds in that manner attached to

Choerixy - x) dsthe complete first derived funcrion, The proh-
lem now consists of frecing st of A or x, — » . which 1y easily
done. There the derived funcion is complete; it is therefore not
found by setting », -~ x = 0, but rather freed of its factor
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(x;~ x) and accessories. Just as it is found by simple mul-
tiplication (the binomial development) as the second term
{with] x;— X, so it is finally freed of the latter by means of
division of both sides by x; — x.

The crucial procedure (Mittelprozedur), however, consists of
the development of the equation

flx+h)—fx) or flx+ xy—x))—flx)=1[..].

The equation has the sole purpose (Zweck ) here of making the
original function vanish on the second side, since the develop-
ment [of] f(x + k) necessarily contains f(x) together with its
increment developed by means of the binomial. This [f(x)] 1s
thus extracted from the second side.

Therefore what happens, for example, in
(x+h)3*+alx+ h)?—x*>— ax? ,

is, that the first terms x® and ax? are extracted from the
binomial (x + #)* + a(x + h)?; we thus obtain, multiplied by
h or(x, — x), thealready complete derived function as the first
term of the equation.

The first differentiation on the second side is nothing but the
simple subtraction of the original function from its increased
expression, which thus gives us the increment by which it has
increased and whose first term, multiplied by #, is already the
complete derived function. The other terms can only contain
h? etc. or (x,— x)? etc. as coefficients; they are reduced by
one power with the first division of both stdes by x, — x, while
the first term emerges without any .

2) The difference from the methad of f{x,)}— f{x) = etc.
lies in the fact that, when we have for example

flx) or u = x*+ ax?

TRV
Jix !

aru; = x4 oaxt
the first increment (Aawaechs of the varable x by no means

provides us with f7x) readv-made from the verv beginning.
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f(x1)—f(x) of U;— U =x31+ axi —(x3+axz) .

Here by no means is it a matter of extracting the original
function again, since x3 + ax3 does not contain x*® and ax? in
any form. On the contrary, this first difference equation pro-
vides us with an opportunity for development (Entwick-
lungsmoment), namely the transformation of both of the two
original terms into differences of [powers of| x, and x.

Namely,

= (xi—x)+axi-x%.

It is now clear that when we again resolve both of these two
. terms into factors of x; ~ x, we obtain functions in x; and x as
coefficients of x; — x, namely:

flx )~ flx) or uy—u = (x;— x) (x2+ xyx+ x2)

+alxy—x) (x,+x) .

Wedivide this by x; — x, and the left-hand side as well, so that:

flxy)— flx) Ug— U
or

X,— X X1— X

= (x3+ x;x+ x) + alx, + x) .

- By means of this division we have obtained the preliminary
derivative. Each of its parts contains terms in x; .
Thus we can finaily obtain the first derived function in x only
when we set x; = x, so that x; — x = 0, and then
2

5 5
Xt o= xc, X%k = x° .
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The result on the other [side]

Thus the derived function is here only obtained by setting
x, =x,sothat x; — x = 0. x; = x provides the final positive
result in the real function of x.

But x; = x alsoleads to x; — x = 0 and therefore at the same

. , . . . d
time, beside this positive result, to the symbolic g or d—?’c on

the other side.

We could have said from the very beginning: we have to
obtain a derizative in x; and x in the end. This can only be
transformed into the derivative in x when x, is set = x; but
setting x, = x is the same as setting x;— x = 0, which
nullification is positively expressed by the formula x; = x
which is necessary for the transformation of the derivative to a
function of x, while its negative form, x, — x = 0, must provide
us with the symbol.

3) Evenif this treatment of x, where an increment (x; — x =
Ax, for example, or k) is not independently introduced next to
it, was already well-known, something which is very probable
and of which I shall convince myself by ‘consulting J{ohn]
Landen at the [British] Museum, still its essential difference
cannot have been grasped.

What distinguishes this method from Lagrange, however, is
that it really differentiates, so that the differential expression
also originates on the symbolic side, while with him the deri-
vation does not represent the differentiation algebraically, but
instead derives the functions algebraically directly from the
binomial and simplv accepts their differential form ‘by sym-
metry’, since it is known from differential calcutus that the first
dv dh

= the second = 5= . erc,

derived {unction =
Ll’.'l' X
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APPENDIX I

Concerning the Concept of ‘Limit’
in the Sources consulted by Marx

In order to give the reader accustomed to the contemporary use in
mathematics of the term ‘limit’ a correct understanding of Marx’s
critical remarks concerning this concept and of Marx’s interpretation
of it, we give first of all the definition of ‘limit’ (and clarifying
examples) and the ways of using the word ‘limit’ contained in the
courses of Hind and Boucharlat which Marx possessed and studied
critically.

Hind’s course-book follows d’Alembert, which is to say that the
derivative was defined in it by means of the concept of limit. The
introductory chapter of the book was therefore entitled ‘The method
of limits’. However, neither in this chapter nor in the rest of the
textbook was there a definition of ‘limit’. There were only definitions
of the limits’ of a variable in the restricted sense of the exact upper or
lower bounds to the multiplicity of its value. {This multiplicity might
include, in particular, an ‘infinitely large’ value of the variable, desig-
nated by the symbol . But there were no precisely defined correct
operations with this symbol: there was no concept of absolute value,
00 + o and — «; it was considered simply self-evident, that for any
o =0, + o = o, that for any finite a (that is, distinct from 0, as

well as from «) @.oc = x and 2 = 0.

This concept of the limit of a function — a concept which of course
can cnly be surmised from the examples — was introduced in the
introductory chapter, implicitly, by means, as mighrt be anticipated,
of idenufying this limit {at the point coinciding with the exact upper
or lower bounds of the given multipficity of the values of the argu-
Mentt with une of the ‘limits’ (with the exact upper or with the exact

ity of values of the fune-

Lans Bince anly mMonelonic or precewise menalonic functons are
examined in this book, such a ‘limit” appears in practice ta be with the

tone-sided) limit in the more uvsual sense of the word, in which Hind
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actually uses the concept of limit in all the remaining parts of the
book. It turned out, however, that the introduction of this concept,
which was supposed to ‘improve’ the method of infinitely small
quantities, did not consciously attain that goal and was generally
unwarranted.

Actually, Hind might have replaced the evaluation of the one-sided
limit of a piecewise monotonic function f{x), defined on the interval
(@, &) by the solution of the following two problems as x moves to
+ a:

1. To find a certain number a such that for ¢ <x <« the function is
fnonotonic (in the broad sense, i.e., non-decreasing or non-
increasing; for demonstration we will assume the function is here
monotonically non-decreasing);

2. To evaluate the point at the (by our assumption lower) boundary
of the possible values of the function on the interval (a, @}, thatis, for
a@ < x < a. Clearly, this will be the desired x!_.l;nl Six).

a

But Hind did not proceed in this manner. Following Newton (see
the appendix ‘On the lemmas of Newton cited by Marx") he con-
sidered the limit simply the ‘last’ value of the function of the ‘last’
value of the independent variable. In other words he looked at

. _1>1133 af(x) as the point of the lower boundary of the values of the

function not on the interval ¢ <x<q but on the segment @ <<x==a,
He assumed the ‘last’ value f{a) to be already defined; but in that case
all of the above procedure loses meaning, since o may take the value ¢,
and to find the lower boundary of all possible values of the function,

_ consisting now of only the one f{a), now becomes that same fla).
This was just what Marx wanted to say, apparently, when he noted,
obviously having in mind Hind’s determination, that it is meaningless
to treat 3x? as the limit value of the function 3x2 as 4 poes to zero, later
terming such trearment a ‘well-worn tautology’ (see pp.124-6 and notes
90~92.); where he calls generally ‘childish’ and ‘the origin of the first
mystical and mystifying method of calculus’ {see p.126) the actual
approach to the kimit, the assumption, thar the limit value of the

function is formed as is ‘last’ value at the ‘last’ value of the argument.
This circumstance, that the acual appreach 1o
iesolves the difficuliies surreunding infinieh

he Hmit by na

Houaniey

net partoularly evident i ihe cese when (e Jast vajue of the
mdependent variable is ‘infinitv’. So, in particular. if we consider the

sequenve ‘dy;, then the iimit must be that member of the series far
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which n = o} so we regard a limit as the end (the last term) of an
infinite (that is, without an end) series of terms. It is hardly surprising
that this concept of the ‘actunal limit’ should be no clearer than the
concept of ‘infinitely small quantities’ which Marx called ‘mystical’.

As is well known, the definition of the limit of a function, not
requiring the carrying-out of an infinite number of steps and per-
mitting an exact formulation in terms of only finite variables and
parameters, gained currency in mathematics only after the time of
Cauchy, thatis, in the 70s of the last centiiry. But even at this time the
authors of many widely-distributed textbooks did not clearly under-
stand that the limit was not 1o be interpreted actually; that even in
cases where the function is continuous at the point a, that is, the limit
of the function f{x) as x —a is equal to f(@), nevertheless it must be
shown equal to f{a) on the condition that, no matter how closely x
approaches a, it never reaches it,

With regard to Marx’s mathematical manuscripts it is essential for
us to note, that if the value f(a) is undefined but the limit f(x) exists
as x—»a (corresponding to x over the interval (a— &, a + k)) then we
may simply predefine the function of f{x) at the point a, f{a), as that
limit, by definition. Such a predefinition of the value of the function is
also a predefinition of continuity. The limit of the function f(x) as
x—2 would in this case be the value of the already well-defined
function with x = g. This however does not mean that one may treat
the value f(a) as the determination of the known single-valued func-
tion f(x), but on the contrary only as a quantity at the end of an
infinite progression no matter how closely x approaches a. Indeed,
Marx himself obviously had such a predefinition of ‘continuity’ in

mind when he called the limit of the expression —2% as AHx—0,

the ‘absolute minimal expression’ of the ratio {see, for example, p.
125); by this he graphically had in mind the limit of this ratio as
Ax— 0 under the condition that there exists a certain number a,

. A
such that for 0<<Ax<a as Lx decreases so does the rato 2. By

means of this definition of a function Lacroix works out the example he
gives {see helow p 153 But even sc far in the constructon of
mathematical anabvsis g5 Facrons had gone bevond the metaphysical
‘principie of continuine of Leibnitz, which he regarded as a self-evident
axiom, nonetheless be did not consider anv other definition of function
generally possible. Regarding the fsct that Marx quite obviously
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allowed other means of definition of the ratio & as Hy = Ax = 0,

Ax
see p.18 and note 18.

We now give some of Hind’s own words which may be necessary in
reading Marx’s manuscripts and from which follow the conclusions
set out above.

In his introductory chapter ‘On the method of limits’ Hind begins
with definition number one, to wit:

‘By the limits of a quantity allowed to vary in value we intend those
values, between which are contained !/ those values which it may
have throughout ¢/l its changes; beyond which it may not extend
and distinct from which may be made the quantity; — provided
that they can be expressed in finite terms’ (that is, without the use
of the symbols 0 and/or oo —S.A. Yanovskaya. See Hind, p. 1, our
italics.)
With this definition there follows a series of examples, in which,
however, not once is brought into clear view nor once is demonstrated

that the ‘limit’ spoken of by the author actually fulfils the require-

ments formulated in Definition One. The first of these examples is the
following:

‘The quantity ¢x, wherein x admits of all possible values from
zero or 0, to infinity, or «, becomes 0 in the former case and o in
the latter; and consequently the limits of the algebraical expression
ax are 0 and oo: the first is the inferior, the second the superior

+ limit.” (Sic. It is here obviously assumed that a > 0.)

Already the first example plunges the student into confusion. How
can the quantity ax be made to differ from the value o by finite
quantities, ‘2 magnitude from which it may be made to differ by
quantities less than any that can be expressed in finite terms’? Indeed,
following Hind, when x assumes a finite value the difference co— ax
is equal to infinity, but when x = co, then gx = t, and the difference
o — o is undefined. _
In the second example (it is necessary to consider, naturally, the
- values in these conditions of x and ‘@ respectively) the lower and
upper limits of the expression aex+ b are found, appropriately
enough, at b and infinity.

In the third example the lower limit of the fraction 25+ 2 b

axt b thatis,?
a

bx+ a
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" is found by simple substitution of 0in the place of x in the expressiqn,
¢ and the upper limit, f, by the substitution of « iq pl?ce of x in the

b
a+— . -
: . An explanation of under what conditions the
b+2

x

equivalent fraction

-values given to ¢ and b respectively appeared actually in the lower and

upper limits does not accompany the example. There is not even a hint

~_ of the question of whether if the values are tested they will satisfy the

adduced definition of ‘limits’ (to check, for example, that we are
looking at monotonic functions). The reader is thus pre-‘prepared’ to
find a limit to a function through the direct substitution into its
expression (or into its re-arranged expression in those cases where the
immediately given continucus expression is devoid of any meaning) of
the limit value of the independent variable,

The fourth and the sixth examples, exactly those examples which

. typify point two of the intreductory chapter — in which proceeds the

gradual ‘transition’ from the concept of inferior and superior limits of
the function to the more conventional concept of limit and in which is
revealed the actual character of limit according to Hind — we repro-
duce here in full. From them it will become sufficiently clear what a
jumbled character is attributed to any general account of the concept
of limit by this author:

‘Example 4: The sum of the geometric series

¢ a ‘
a+ -+ 5 + etc.,
x xt

ofmm 1) ex(l-g)
1__1 h x—1°
x

now,if n = 0, tHe inferior limit is manifestly = 0; butif n = w,%,
becomes 0, and therefore the superior limit is % which is usually

called the sum of the series continued ad infinitum.
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‘Example 6. If a regular polygon be inscribed in a circle, and the
number of its sides be continually doubled, it is- evident that its
perimeter approaches more and more neafly to equality with the

~ periphery of the circle, and that at length their difference must
bécome less than any quantity that can be assigned; hence therefore,
the circumference of the circle is the limit of the perimeters of the
polygons.” (pp.2-3)

Here one no longer speaks of one of the ‘limits’ of the sequence nor
any more about the superior of the limits, as would naturally follow
from Definition One, but simply of the limit in the usual sense.

2. To prove that the limits of the ratios subsisting between the sine and
tangent of a circular arc, and the arc itself, are ratios of equality.

‘Let p and p’ represent the perimeters of two regular polygons of n
sides, the former inscribed in, thé larter circumscribed about, a
circle whose radius is 1, and circumference = 6.28318 etc. = 2m;
then (trig.) '

p= 2 sin =~ ,andp —Zntan—

hence

and if the value of # be supposed to be indefinitely increased, the
value of cos % is 1, and. therefore p = p'; now, the pern-

phery of the circle evidently lies between p and p’, and therefore in

this case is equal to either of them; hence on this supposition, annth

part of the perimeter of the polygon is equal to an. nth part of the
periphery of the circle: that is,

. T 2x T .
2stn —=—= 2tan —, or sin
n n n

ERE
CRE

= tan

>

A

or the sine and the tangent of a circular arc in their ultimate or imiting
state, are in a ratio of equality with the arc itself.” (p.3)

The word ‘limit’ or ‘limits’ accurs here only in'the verbal formulation

-

- onie surmises that the requirement is to show the equality o
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of the theorem, but recalling that formulaton we see that

f 50T and
X

Ba¥ as x goes to 0. However, Hind’s proof can hardly be considered

sansfactory by-the standards of his time. Indeed, from the above
account it is evident that the author desires to show that

x _
_smi—_;—tan;asn—m 3 N

Bﬁt even here, in order to have cos % = | when n = @ he already

. 'assumesthatﬁ‘—* 0 when n =°°,andthereforeaswel]sin’-‘-= sin0=0

and tan— = tan 0 = 0. That is, in order to prove equanon (1) — from
which, of course, it by no means’ follows by itself the theorem on the
limit of the ratio s’% as x—>0 — the assumptions immediately

preceding the introduction by the author of this equation are missing

' completely

It remains equally dlfﬁcult to explain how all this confusing account ..
could possibly demonstrate thé superiority of this method of limits,

" literally interpreted, over the method of infinitely small quantities, in

this case simply the identification of an infinitely small segment of the
perimeter of the circle with its chord. ‘

In Boucharlat’s textbook as well (see p.vii) the method of limits is
treated as an improvement on the method of infinitely small quan-
tities: ‘repairing that which may be imperfect in this last’. There is,
however, no attempt in Boucharlat’s course to define what is meant by
‘tends to (such-and-such) a limit’ (or how to make certain that such-
and-such a quantity actually tends toward such-and-such a limit). Init
the concept of limit, as well as of ‘actual’, appears for the first time in
evaluating the derivative of the function y = x2. We reproduce herein
full that passage which -elicited critical remarks from Marx in his
manuscript ‘On. the ambiguity of the terms “limit” and “limiting

LA

value”.

‘By aﬁending to the second [right-hand] side of equation (2)

Y2 =32+ b+ 2, @

we see that this ratio is diminished the more % is diminished, and
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that when 4 becomes 0 this ratio is reduced to 3x2. This term 3x?

is therefore the limit of the rafio l%l being the term to which -

it tends as we diminish &. :
‘Since, on the hypothesis of » = 0, the increment of y becomes

_also 0, y';y is reduced to g, and consequently the equation
(2) becomes '

o= @

“This equation involves in it nothing absurd, for from algebra we
know that g may represent every sort of quantity; besides which it

will be easily seen, that since dividing the two terms of a fraction by
the same number the fraction is not altered in value, it follows that
the smallness of the terms of a fraction does not at all afféct its
value, and that, consequently, it may not remain the same when its
terms are diminished to the last degree, that is to. say, when they
become each of them 0.” (pp.2-3)

For a correct understanding of the above-mentioned manuscript of
Marx it is essential to note that in Boucharlat’s account the transition

from the equation of the form £&¥ = “®(x,, x} (where y = fxN 1o
- Hx

an équar.ion of the form % = f(x) is presented as divided into those
parts to the left and to the right in the first equation above: from

%‘ to g’-’x and from ‘®(x,, x) to f{x). And the limit of the

ratio ix—y — corresponding to the 21 of equation (2) — is

evidently considered equivalent to the expression -g, denoted % So,
in his determination of the differential of x, having deduced
i the'equat.iony 1;)’ ‘= 1, Boucharlat concludes: ‘Since the quantity k

does not enter into the second side of this equation, we see that to
pass to the limit it is sufficient to change yig—«! into % which

gives % = 1, and therefore dy = dx.’ (p.6)

The case where the limit appears equal to zero Boucharlat treats as
equivalent to the nonexistence of a limit. So, taking the derivative of
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d:
is neither limit nor differential’ (p.6).

Boucharlat obtains the limit of the rato Sin—xz as x—{ in essentially

the same manner as Hind, although in a more intelligible form. He
proves at first the theorem given as an example in his textbook; that

¥ = b and obtaining the equation i‘yf = 0, he concludes, ‘so then_e

. ‘the arc is greater than the sine, and less than the tangent’. (p.24)

However, he makes no mention of the fact that immediately follows, _
viz: :

< =
tan x x sinx

- - Tams - n
. SIox s X SIDI(0<x<?)’

that is, that the ratio 327 Jies between cos x and.l. All this aside,

x

following Hind, Boucharlat writes:

‘It folows from the above, that the limit of the ratio of the sine to
the arc is unity; for since, when the arck . . . becomes nothing, the
sine coincides with the tangent; much more does the sine coincide
with the arc, which lies between the tangent and the sine; and,

. ) in A
" consequently, we have, in the case of the limit, *22 or rather

arc h
Ao 1 (p.29)

The condition that for # = 0 the ratio s‘%}' is ‘transformed’ into g,

thatis, in general, is undefined, and the conclusion drawn on no more .
“ground than ‘the sine coincides with the arc’ when this last is changed
*1nto zero, all these embarrass Boucharlat no more than they embarrass

_ Hind.

We have dwelt long enough, obviously, on the treatment of the
concept of limit in the textbooks of Hind and Boucharlat in order to
clarify those passages in the manuscript ‘On the ambiguity of the

terms “limit” and “limiting value” ’ in which Marx criticised these
authors’ actual transition to the limit, (concerning which see notes

©.90-52). .

In order to understand other passages of the manuscripts, and in

. particular Marx’s characteristic ratio treatment of the limit, closer to

the contemporary one, it is advisable to introduce certain opinions
regarding the concept of limit in other sources with which Marx
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familiarised himself, first of all the 3-volume Traité of Lacroix on the

differential and integral calculus, 1810.

Following Leibnitz, Lacroix considered all sorts of functions obey-
ing the requirements of the law of continuity, but considered the
passage to the limit to be the expression of this law, ‘cest-d-dire de la loi
qui s’observe dans la description des lignes par le mouvement, et d’aprés
laguelle les points consécutifs dune méme ligne se succedent sans aucun
intervalle.’ (p.xxv) (‘that is, the law which is observed of lines when
described by [their] movement, and according to which there is not
the slightest interval between successive points of the same line’). For
any such change in the quantity is impossible to understand without
considering its two different values, between which the interval is
being considered, since the law of continuity must be expressed in
terms of it, that ‘plus il est petit, plus on serapproche de la loi dont il s’ agit,
@ laquelle la limite seule convient parfaitement’, (ibid: ‘the smaller it
becomes the more closely it approaches the law which it obeys, to
which only the limit fits with complete agreement’). Lacroix also
explains that this role of continuity in mathematical analysis seemed
to him appropriate in order to ‘employer la méthode des limites’ (p.xxiv)
for the construction of a systematic course-book of mathematical
analysis.

The concepts ‘infinite’ and ‘infinitely small’ Lacroix cons1ders
determined only in a negative sense, that is, as Pexclusion de tout
limite, soit en grandeur, soit en pelitesse, ce qui Woffre qu'une suite de
négations, et ne sourait jamais constituter une notion positive’ (p.19 ‘the
exclusion of any limit whether of greatness or of smallness, this only
offers a series of negations and never rises to constitute a positive
notion’). And in a footnote on the same page he adds Tinfini est
necessairement ce dont on affirme que les limites ne peuvent étre atteintes
par quelque grandeur concevable que ce soit,” (‘the infinite is necessarily
that of which one believes its limits cannot be surpassed by any
conceivable quantity no matter how large’). In other words, Lacroix

does not accept any actual infinity: neither an actual infinitely large .

quantity nor an actual infinitely small one.
Lacroix introduces the concept of limit in the following manner:

“Let there be given a simple function 2 in which we suppose

x to be augmented positively without end. In dividing the
numetator and divisor by % the result

153

1+2
X

enaﬂy_.shOWS that the function will always remain less than a, but
w;ll approach that value without a halt, since the part-% in the

ehaiﬁinator diminishes more and more and can be reduced to any
gree of smallness which one would want. The difference bet-
the given fraction and the value a is expressed

ax _ a?

- x+a’

_x+a

becomes therefore smaller and smaller as x is larger, and could
de less than any given quantity, however small; it follows that the
fraction can approach a as closely as one would want: a is

efore the limit of the functmnx?J with respect to the indefinite

Tl_ie terms which I now am stating comprise the true value
fW‘hich it is necessary to atrribute to] the word limit in order to
anderstand all of what it implies.” (pp.13-14)

eady in Lacroix there is no longer any assumption of a monoc-
ic or piecewise monotonic function, and his limit is not, in general,
sided limit: the variable may approach its limiting value in any
whatsoever. In place of the concept of absolute value Lacroix
ploys, although not consistently, the expression ‘value without
sign’, ‘the meaning of which, however, remains unspecified. He
asised that the furiction may not only attain its limiting value but
general may even pass beyond, to oscillate in its vicinity. But
acroix still did not formulate in clear terms the restriction on the
endent variable that in its approach to its limiting value o,
ated to the passage to the limit, it is assumed that it does not attain
, that is, that the limit is not to be understood actually. As long as the
function with which he is concerned is continuous, that is, its limits
coincide with the value of the function at the limiting value of the
Indépendent variable, he expresses himself as would a man who
eved that the approach of the independent variable to its limiting

value must in the passage to the limit be completed by reaching that
value.
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It must also be noted that Lacroix uses the same one word ‘limit’ for
the designation of the Xmit — an end which as we have seen was
conceived by him in a much more general, more precise way, and
closer to the contemporary sense than anything in the concepts of the
textbooks of Boucharlat and Hind which Marx criticised — as he uses
in several instances for the designation of the limit value as well.

These lines on the concept of limit in the long treatise of Lacroix —
which, as we know, Marx considered his most reliable source of
information on the fundamental concepts of mathematical analysis,
such as function, limit etc. — are obviously sufficient to clarify what
Marx had in mind when he noted briefly regarding the concept of
limit in Lacroix’s treatment, that ‘this category, brought into general
use in [mathematical] analysis largely by Lacroix’s example, acquires
great significance as a replacement for the category “minimal expre-
ssion” ” (p.68). It is clear, first of all, that Marx actually understood
what he was doing when he introduced, in dealing with the ambiguity
of the term ‘limit’, the concept of the ‘absolutely minimal expression’,
in the same sense as that which we recognise today in the concept of
limit. Marx foresaw, it is also clear, that with the concept of limit as
understood by Lacroix we are forced, after completely replacing,
obviously, the less satisfactory concept of limit, to perform the
unnecessary introduction of the special — new — concept of the
‘absolutely minimal expression’; in other words, we are faced with the
necessity of replacing the latter.

It is probably appropriate, in connection with this same extract
from the manuscripts of Marx which we are discussing at the moment,
but also with regard to a variety of other passages of the manuscripts,
to introduce the words of Lagrange with respect to the concept of limit
from the introduction to his Theory of Analvtic Functions (Oeuvres
Lagrange, Vol IX, Paris, 1881),

Speaking about the attempts by Euler and d’Alembert to regard
infinitely small differences as absolutely zero, with only their ratios
entering into calculus, and to see these as the limits of the ratios of
finite or indefinitely small differences, Lagrange wrote (p.16):

‘Mais il faut convenir que cette idée, quoique just en elle-méme, n’est
pas assez claire pour servir de principe d une science dont la certitude doit
éire fondée sur Pevidence, et surtout pour éive presentée aux com-
mencants.” (‘But it is necessary to admit that this idea, however
correct in itself, is not at all.clear enough to serve as the principle of
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_ 2 science whose cerritude must be founded solely on evidence and
must above all be presentable to beginners.”)

" Later (p.18) he remarks, in connection with the Newtonian method
of the remaining ratios of disappearing quantities, that

‘cette méthode a, comme celle des limites dont nous avons parlé plus
haur, et qui n’en est proprement gue la iraduction algébraique, le grand
inconvénient de considérer les quantités dans Pétat ol elles cessent, pour
ainsi dire, d’étre quantité, car, quoiqi’on concotve toujours bien le
rapport de deux quantités, tant qu’elles demeurent finies, ce rapport
roffre plus @ Pésprit une idée claire et precise aussitot que ses termes
devierment Pun et Pautre nuls @ la fois.” (‘“This method has, like that
of limits of which we spoke earlier and of which it is only the
algebraic translation, the great inconvenience of having to consider
quantities in the state in which they, so to speak, cease to be
quantities; since however well one understands the ratio of two
quantities so long as they remain finite, such a ratio no longer
presents a clear and precise idea to the understanding unless both
of its terms become zero simultaneously.’)

Lagrange then turned to the attempts of ‘the clever English
geometrician’ [John| Landen to deal with these difficulties, attempts

" which he valued highly, although he considered Landen’s method too

awkward. (See Appendix IV, ‘John Landen’s Residual Analysis’,
pp.165-173) .

Of himself, Lagrange wrote that already in 1772 he maintained ‘the
theory of the development of functions into a series containing the
true principles of differential calculus separate from all consideration
of infinitely small quantities or of limits’. (p:19)

Thus it is clear that Lagrange considered the method of limits no
more perfect than the method of infinitely small quantities and that
this was related to his understanding that the limit of which one
speaks in analysis is understood actually as the ‘last’ value of the
function for the “last’ (‘disappearing’) value of the independent var- -
iable.
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ON THE LEMMAS OF NEWTON CITED BY MARX

On a separate sheet attached to his draft sketch of the course of
historical development of mathematical calculus, Marx referred to the
Scholium of Lemma X1 of Book One and the Lemma I1 of Book Two
of Newton’s Principia,, devoted to two fundamental concepts used by
Newton throughout his mathematical analysis, the concept of ‘limit’
and ‘moment’.

In the commentary (scholium) to Lemma XI of the first book to
Principia mathematica de philosophiae naturalis Newton attempts to
explain the concept of ‘ultimate (limiting) ratio’ and “ultimate sum’ by
means of & not very transparent comparison: ‘a metaphysical, not
ma_thematical assumption,” Marx characterised it. Indeed, Newton
writes: e

‘Perhaps it may be objeéted, that there is no ultimate ratio of
evanescent quantities; because the ratio before the quantities have
vanished, is not the ultimate, and when they are vanished, is none.

But by the sasfie argument it may be alleged that a body arrivingata .

certain place, and there stopping, has no uttimate velocity; because
the velocity, before the body comes to the place, is not its ultimate

velocity; when it has arrived, there is none. But the answer is easy; -

for by the ultimate velocity is meant that with which the body is
moved, neither before it arrives at its last place, and the motion
ceases, nor after, but at the very instant it arrives; that is, that
velocity with which the body arrives at its last place, and with
which the motion ceases. And in like manner, by the ultimate ratio
of evanescent quantities is to be understood the ratio of the quan-
tities not before they vanish, nor afterwards, but with which they
vanish. In like manner the first ratio of nascent quantities is that
with which they begin to be. And the first or last sum is that with
which they begin and cease to be {or to be augmented or
diminished). There is a limit which the velocity at the end of a
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" motion may attain, but not exceed. This is the ultimate velocity.
And there is a like limit in all quantities and proportions that begin-
and cease to be.’ (Sir Isaac Newton’s Mathematical Principles of
Natural Philosophy, transl. Andrew Motte, rev. Florion Cajori,
Berkeley, Univ. of Calif. Press, 1934, pp.38-39)

In present-day mathematics ‘the velocity of a body at the given
moment ¢, is defined with the help of the mathematical concept of
limit, and the use by science of such a definition may lead to a variety
of considerations, including those of an ontological character. How-
ever, the scientific definition of the velocity of a body at a given
moment by means of a certain limit of the ratio of vanishing quantities
can serve neither as a demonstration of the existence of such a limit
nor, a fortiori as a justification for the definition of this limit as ‘the
ratio of the quantities not before they vanish, nor afterwards, but with
which they vanish,’ that is, as some sort of ratio of zeroes, the value of
which is somehow compared to the speed which a body must have at
the very moment when it reaches a place where its movement ends.
Clearly, however, from such a ‘definition’ it is impossible to extract by
mathematical calculations any corresponding limit, and we are essen-
tially in a logical circle: velocity at the moment t, is factually described as
a certain limit, the limit, itself, however, is then defined by means of
the velociry ar the moment 1,,, the existence of which in this case now
really seems to be some sort of ‘metaphysical, not mathematical,
assumption’.* .

Lemma I1 of the second book of Principia mathematica contains the
following explanation of the concept of ‘moment’ (or infinitely small):

‘T understand . . . the quantities I consider here as variable and
indetermined, and increasing or decreasing, as it were, by a con-
tinual motion or flux; and I understand their momentary incre-
ments or decrements by the name of moments; so that the incre-
ments may be esteemed as added or affirmative moments; and the
decrements as subtracted or negative ones. But take care not to
look upon finite particles as such. Finite particles are not moments,
but the very quantities generated by the moments. We are to
conceive them as the just nascent principles of finite magnitudes.
Nor do we in this Lemma regard the magnitude of the moments,

* Consisting in that the reflection is understood as the reflected object: the
contemplation in our thoughts of the anticipated goals of abstract mathemat-
ical concepts is understood as the real existence of the ideal object. — Ed.
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but their first proportion, as nascent. It will be the same thing if,

instead of moments, we use either the velocities of the incremeénts

and decrements (which may also be called the motions, mutations
and fluxions of quantities), or any finite quantities proportional to
those velocities.

It is natural that this explanation — in which Newton once again
employs a ‘metaphysical, not mathematical assumption’, this time
with respect to the existence of differentials (“moments’) — should
have interested Marx first of all.

But this lemma might also have attracted his attention insofar as in
- it Newton attempts to show the formula for the differentiation of the
product of two functions without resorting 0 the suppression of the
infinitesimals of higher order.

This (unsuccessful) attempt proceeds in the following way: Let
A-1a be the value of the function f(t) at the point £, B—1b
be the value of the function g{¢) at the same point t,, and ¢ and b
increments of the respective functions f and g on the interval [tos 24]-
(Lower we denote these Af and Ag respectively.) Then the increment
of the product f(t).g(t) on the segment [to, t] is:

(4+30) (B+ 39)- (- 30) (B~ 32),
that is, Ab + Ba, which Newton also understood as the differential

(‘moment’) of the derivative of the functions f and g at £,. But here
Ab + Ba is not f{(t) g+ glig) Af, but

(0 + ;0 )Ae + (gt + 30210

that is, different from f(#;) Ag + g(#o)&f by the same quantity of
Af.Ag whose suppression Newton wanted to avoid. Identifying,
although implicitly, Ab + Ba with f(1) &g + g(2p) Af > however New-
ton in fact employed such a suppression.
. As is apparent from the first drafts of the piece on the differential
(see, for instance p.76), Marx at first wanted to elucidate the historical
-path of the development of differential calculus by the use of the
example of the history of the theorem of the derivative. Therefore it is
not surprising that Lemma II should have drawn Mairx’s attention in
this connection.
Since the textbooks from which Marx made extracts do not spec-
Hically refer to Lemma XI of Book One or Lemma 1I of Book Two of
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the Principia,, there is every reason to believe that Marx selected them,

. having already immediately rejected Newton’s work.

Since the definition of the limit of the ratio of vanishing quantities by

" meansof the velocity of a body at a given moment ¢, contains no means. -

for the calculation of this Limit, Newton actually employs for the
performance of such calculation, rather than this definition, certain
hypothetical properties of limits sufficient to reduce the calculation of
the limits of ratios of vanishing quantities to the calculation of the hmits
themselves, the numerical value of which is supposed to be completely
and rigorously defined. Newton states these hypothetical properties

~ firstof all in Lemma I of the first section of Book One of Principia: “The

method of first and last ratios of quantities, by the help of which we
demonstrate the propositions that follow.” In his notes on the history of

- differential calculus Marx refers to this lemma together with the

scholium to Lemma XI (see pp.75 and 76).
Lemma I states: “Quantities, and the ratios of quantities, which in

.: . any finite time converge continually 1o equality, and before the end of

that time approach nearer to each other than by any given difference,

“ become ultimately equal.” (Newton’s Principta revised by Florion
" Cajori, Univ of Calif. Press, 1934, p.29)

However, in the demonstration of this limit the existence of a limit as

. -actually reached at the end of the period of time in question is implicitly
-, assumed. Actually, the demonstration is composed of a denial that the

value of the quantities obtained ‘at the end of this time’ can be dis-
tinguished from each other.
Thus, limir is always understood by Newton in an actual sense and

- therefore hardly surpasses — in mathematical precision and validity —

Leibnitz’s actually infinitely small differentials and their corresponding

moments, which, as is well known, Newton used in practice.
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ON THE CALCULUS OF ZEROES
OF LEONHARD EULER

In order to understand those places in the manuscripts of Marx at

which the ratio % is regarded as a ratio of zeroes, at times equal to

the value of the derivative of y with respect to x for il values of x and

at the same time something which can be treated as an ordinary

fraction — where, for example, the product %: % equals -the

‘fraction’ 2 o’ ‘cancelling’ the dv’s — it is essential to have an

acquaintance with Euler’s attempt to_consiruct the differential cal-
culus as a calculus of zeroes. This attempt deserves interpretation as
well in view of the fact that Marx specifically refers, in the list of
literature appended to his first draft of the history of differential
calculus, to chapter I of Euler’s Differential Calculus , and that Marx
calls Enler’s account of the calculus ‘rational’.

The Differential Calculus by the great mathematician and member
of the St Petersburg Academy of Sciences Leonhard Euler was pub-
lished by the St Petersburg Academy in 1755. The basis for this work
lies in the attempt to regard differentials as at the point of equalling
Zero in quantity, yet at the same time as different from zero: a zero
with a ‘history’ of its origin, with various designations (dy, dx

and so on) and allowed to be evaluated so that the ratio ¥ where

dx
y = f(x), is distinguished by the fact that it is the derivative f(x) and
can be treated as an ordinary fraction.

Euler undertook this attempt in order to free mathematical analyms
from the necessity of treating differentials as actually infinitely small
quantities with a clearly contradictory character (appearing to be in
some sense zero and nen-zero simultaneously). The assertion that
‘pure reason supposedly recognises the possibility that the thousandth
part of a cubic foot of substance is devoid of any extent’, Euler
considers ‘completely inadequate’ (in the sense of ‘inadmissible’, in
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. context, see the tramslation [in Russian] of L. Euler, Ihﬁerennal
Calculus. Moscow—Lemngrad 1949, p.90).

‘An infinitely small quantity is no differeat from a vanishingly
small one, and thus exactly equal to zero. This includes the defin-
irion of infinitely small differentials according to which they are
smaller than any given quantity. Actually, if the quantty is to be so
small that it is smaller than any possible given quantty, then it
could not possibly be not equal to zero; or if it is not equal to zero,
then there is a quantity to which it is equal, contrary to the

- supposition. Thus, if one asks, what is the infinitely small quantity
in mathematics, we answer, that it is exactly equal to zero. Con-
sequently, this removes the mystery which is usually attributed to
this concept and which for many makes the calculus of infinitely
small quantities rather suspicious.” (p.91)

Since the simple identification of the differential with zero did not
yield the differential calculus, Euler introduces ‘various’ zeroes,
establishing for them two types of equality, the ‘arithmetic’ and the
‘geometric’, In the ‘arithmetic’ sense all zeroes are equal to each other,
and for any non-zero a, a + 0 is always equal to ¢ independently of
the ‘sort’ of zero which is added to . In the ‘geometric’ sense of the
word, two zeroes are equal only if their ‘ratio’ is equal to unity.

Euler did not clarify what he understands by the ‘ratio’ of two.
zeroes. It is only clear that he attributes. to this ‘rato’ the usual
character of a ratio of non-zero quantities and that in practice by the
ratio of two ‘zeroes’ — dy and dx — he intends the same as that which

is expressed in modern mathanancal analysis by the term lim 2¥,
Ars0 D5
for Euler’s theory of zeroes does not free mathematical analysis from the

‘necessity of the introduction of the concept of limit (and the difficulties

attending this concept).

Since for Euler zero becomes various zeroes {(and in the ‘geometric’
sense they are not even equal to one another), it is necessary to use a
variety of symbols. “Two zeroes’, writes Euler, ‘may have any
geometric ratio to each other, while from the arithmetic point of view
their ratio is the ratio of equality. Therefore, since zeroes may have any
ratio between them, in order to express these different ratios different

- symbols are used, especially when it is necessary to determine the

geometric ratio between the two different zeroes. But in the calculus of
infinitely small quantities nothing larger is formed than the ratio of
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various infinitely small quantities. Unless we employ different signs for

their designation everything will be an enormous mess and nothing -

would be distinguishable.” (p.91)
If, following this interpretation of dx and dy as ‘different’ zeroes,
the ratio of which is equal o f{x), we replace ‘% = f(x) with

dy = f(x)dx, then we have an equation the left and right sides of which
will be equal both in the ‘arithmetic’ sense and in the ‘geometric’ sense.

Actually, the left and right will contain various ‘zeroes’, but all ‘zeroes’, -

as already noted, are equal in the ‘arithmetic’ sense. Only insofar as the
ratio of dy to dx is completely equal to f(x) — that is, both in the
‘arithmetic’ and ‘geometric’ senses [the ratio % : f(x), where

y = f(x), is considered unity even if f{x) = 0] and if the ‘ratio’ of
zeroes is understood correctly as the usual operation of ratio, then we
have

dy: flx)dx = (%) flx) =1,

or, in other words, dy and f{x)dx are also equal in the ‘geomeﬁ‘ic’
sense. .

Obviously, Marx had in mind just this ‘complete’ equivalence of
the equation (%) = f(x) with that of dy = f{x)dx in the sense not

only of the possibility of transition from each of them to the other but
also of the treatmnent of this (and with the strength of this) ‘ratio’ of
‘differential parts” dy and dx as a usual ratio (as a fraction), whatever
_the quality of the ‘differential parts’ dy and dx as zeroes (‘various’
zeroes, variously designated), when he transformed the first of these
equations into the second (see ibid, p.147).
For a more detailed account of the Euler zeroes and a history of the

ideas related to it the reader may consult the article, A.P. Yushkevich -

‘Euler und Lagrange tber die Grundlagen der Analysis’, in Sam-
melband zu Ehren des 250 Geburistages Leonhard Eulers, Berlin, 1959,
pp.224-244, :

Here we are limiting consideration to two considerations of Euler
which are helpful in reading the manuscripts of Marx. The first con-
cerns the concept of the differential as the principal part of the incre-

ment of the function. This concept, which plays an essential role in

mathernatical analysis, particularly in its foundations, Euler introduces
in the following way: ‘Let the increment w of the variable x become
very small, so that in the expression [for the increment Ay of the
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function ¥ of x, that is; in] Pw+ Quw® + Rw® + etc.* the terms

" Qw?, Rw? and all higher orders become so small that in an expression

not demanding a great degree of precision they may be neglected
compared to the first term Pw. Then, knowing the first differential
Pdx , we also know, admittedly approximately, the first difference, that
will be Pwj; this has frequent use in many cases in which analysis is
applied to practical tasks’ (p.105,ibid). In other words, having replaced
in the differential function y of x (that is, in Pdx, where P is the
derivative of y with respect to x). the differential dx, -equal to zero
according to Euler, with the finite [non-zerof increment w of the
variable dx, we obtain the very concept of the differ ial as the
principal part of the increment of the function, the starting point of

- modern-day courses of mathematical analysis.

The analogous concept of the differential as the principal part of the

" increment of the function is also in the manuscripts of Marx (see the

account in manuscript 2768, p. 297 [Yanovskaya, 1968)).

The second consideration concerns the question of the choice of
designations specific to differential calculus, that is, of differentials and
derivatives. Here interest arises first of all from the fact that Euler

o interprets the dot designations of Newton as symbolic of the diffe-

rential, but not the derivative. In fact he writes, ‘the name “fluxions”
first used by Newton for the designation of speed of growth, was by

- analogy carried over to the infinitely small increments which a quantity

assumes when it as it were varies’ (p.103). And similarly later, “The

. differentials which they [the English| called “fluxions™, they marked

with dots which were placed above the letters, so that y meant for them
the first fluxion of y, ¥ the second fluxion, ¥ the third fluxion and so
on,’ :

This manner of designation, however, did not satisfy Euler, and he
continues: ‘Although this means of designation depends upon an arbit-
rary rule, the designation need not be rejected if the number of dots is
not large, for they are easily indicated. If, however, it is required

* The Differential Calculus of Euler begins with the calculus of finite dif-
ferences and the theorem which states that “if the variable quantity x assumes
an incremental value zv, then the consequential value of the increment of any
function of x can be expressed as Pw + Qw? + Ruw®+ ... etc., which

" expression is either finite or contnues infinitely.’ (7bid, p. 103, see also p-61)

The proof of this theorem is based on the fact that the class of functions
considered by Euler consists of power functions: polynomials and clementary
transcendental functions expanded into infinite power series which he treats
as if they were finite polynomials — Ed.
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to write many dots, this method gives rise to a great deal of confusion
and inconvenience. In fact, the tenth differental, or tenth

fluxion, is extremely inconvenient to indicate thus: y where by our
means of designation, d'% is given easily. There arise occasions when it

. is necessary to express differentials of much higher, and even infinite,

degree; on those occasions the English method of designation is not at
all appropriate.” {pp. 103-104) . :

About the analogous identification (in several instances) by Newton
and his followers of the ‘fluxions’ %, ¥ and so on, with the ‘moments’
(that is, the differentials) t%, ©y, and so on {where T is an ‘infinitely
small period of time”) Marx also spoke, when he noted (p.78) ‘T plays
no role in Newton’s analysis of the foundations of functions and there-
fore may be ignored’, and that Newton himself voluntarily neglected t
(foc.cit.). Marx used the satne expressions, speaking of the method of
Newton, as ‘the differential of y or ¥, of u or i, of z or °. (see p.79)

We must note in addition that Marx primarily emphasised the Leib-
nitzian symbology of the differential calculus over the symbology of
Newton and his followers (see p.94).

APPENDIX IV
John Landen’s Residual Analysis

Notice of Marx’s intention to acquaint himself with the works of
John Landen in the British Museum is evident at several places in the
mathematical manuscripts of Marx (see p.33).

Marx saw in Landen a possible precursor of Lagrange, attempting
to ‘rebuild on strictly algebraic lines the foundation of differential
calculus’ (p.113), and he proposed that the Landen method should be
compared to the method Marx categorised as ‘algebraic dif-
ferentiation’, but he himself doubted that Landen really understood
the essential difference between this method and any other. ‘To con-
vince himself of the truth of this proposal Marx wanted to study in the
Museum Landen’s Residual Analysis.

In the sources available to him Marx could find two earlier opinions

- of this book: in Hind’s textbook (p.128, 2nd ed.) and in Lacroix’s long

‘Treatise’ (Vol.1, pp.239-240) — which are in fact almost identical
since Hind had essentially translated into English the appropriate
passage from Lacroix. In Hind we read: ‘The notion of establishing
this kind of calculus [that is, differential calculus] upon principles
purely algebraical, seems however to have originated with Mr John
Landen, a celebrated English mathematician who flourished about
the middle of the 18th century. In what is termed his Residual
Analysis, the first object is to exhibit the algebraical development of
the difference of the same functions of the quantities x and x’ divided
by the difference of the quantities themselves, or the devel-

opment of the expression&x?__#, and afterwards to find what

is called the special walue of the result when x° is made = x and when
therefore all trace of the divisor ¥ — x has disappeared.” (And in
Lacroix, °. .. and when this quotient Lf(x’)— HEDLEE x)] is
obtained in order not to conserve any trace of the divisor ¥’ — x , one
sets x° = x, since the final goal of the calculation is to arrive at a
special value of the above ratio.”)

Marx apparently did not succeed in his intention to study Landen’s

- book in the British Museum. An analysis of the contents of the book,
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however, completely confirms Marx’s expressed oplmon, whxch he
himself considered ‘highly probable’.

The complete title of the Landen book is ‘The Rendual Ana.b;szs,
new branch of the algebraic art, of very extensive use, both in pure
mathematics and natural philosophy . Book 1. By Fokn Landen. London.
Printed for the author, and sold by I..Haws, W.Clarke and R.Collins,
at the Red Lion in Paternoster Row, 1764.

The preface begins with the words:

‘Having some time ago stumbled across a new and easy method of
investigating the binomial theorem with the help of a purely algeb-
raic process, I turned to see whether the means used to investigate
this theorem might be of service with other theorems, and I soon
found that a certain type of calculation founded on this method
may be used in many researches. I call this special method Residual
Analysis , since in all problems where it is used the basic tools which
we employ to obtain the desired result are those quantities and
algebraic expressions which mathematicians call residuals.’

Later the author criticises the fluxions calculus of Newton and the

differentials of Leibnitz as based on the introduction into mathema-

tics of undefined new ‘principles’. Those applied in the calculus of
fluxions of Newton he considers the explanation of the significant new
terms introduced into the theory, such as the not really existent but
nonetheless apparent (as self-evident) concepts, imaginary motion and
graphically continuous flow , which do not belong in any mathematics of
clear and distinct ideas but do continue to speak for example of such

things as the speed of time, the velocity of velocity and so on as unneces- -

sary in the proof (and therefore on the other hand serve as the means of
definition of several exact mathematical concepts). In the analysis of
Leibnitz he considers undefined the introduction, under cover of new
‘principles’, of infinitely small quantsities and the quantity infinitely
smaller than any infinitely small quantity, the suppression of which
(when it is not a matter of accepted approximate results) is: ‘a very
unsatisfactory (if not erroneous) method to rid us of such quantities’
(p.IV). Landen believed that mathematics had no need of such alien
principles and that his Residual Analysis ‘does not require any prin-
ciples other than those accepted since antiquity in algebra and
geometry’, “no less (if not more) in use, than the calculus of fluxions or
differential calculus’ (p.IV).
The starting-point of residual analysis is in the formula
a—n
a-b>b
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. (where r is a positive whole number) with the help of which and the

formulae* derived from it
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(where m and r are positive whole numbers), Landen obtains the
derivative of the power function x” for whole and fractional (positive
or negative) values of p as a ‘special value’ of the ratio

xP— x5

XxX— X 1

at x = x, . In other words, he predefines the rauo " atx = x,
as that which fulfils the equality of formulae (1), (2) and (3).

* In order to show (2) using (1) it is sufficient to note that

» .
r r.
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. Formula (3) follows easily from Formula {2}
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The ‘special value’ of the 1'=1l:i0-”_"'—-”1 where y = f(x) >¥1 = flxy),

at x = x; , Landen designates [x y]
He obtains the transition to the irrational powers in his examples,
begmmng with the determination of the “special value’ of the ratio

‘: - 2 at o = w (the derivative of v¥/3 with respect to 2) by two
different means, one employing formula (2) with m = 4 and r = 3, the
other by the same formula, but ‘since 5— = 1.333. . .’ using the pairs

“(m = 13,333, r = 10,000), (m = 133333 r= lOOOOO),andsoon

Landen saves himself from the difficulties attending this infinite
process by remarking that the ‘final value’ of

1+ 1+ 1+ 14+ ...(13,333 times)
1+ 1+ 1+ 1+ ... (10,000 times)

is obviously equal to , the quantity from which [the number] 1.333

. is derived (p.7) _
After this he makes the transition to the case where === |2 =
1.4142 . . . , treating it by means of the second method, that is, as he
himself notes, ‘approximately’, but such that it can in any case be

made more ‘closely approximate’, he again concludes that the ‘final
value’ of

1+ 1+ 1+ 1+ ...(4,142. . . times)
1+ 1+ 1+ 1+...(10,000. .. times)

“is equal to 2, the value from which [the number] 1.4142 etc. is
derived (by the taking of the root).” (p.8)

It is not surprising. that Landen cannot consuuct his Residual
Analysis without employing in one form or another the concept of
limit. However, in practice he speaks of the limit from the viewpoint
of Newton, treating the limit as the “final value’ (as the end) of an
infinite (that is, without having any end) sequence. Naturally he did
not in fact use this definition, but he approached by this means an
approximate evaluation of the point and of the convergence (or
divergence) of the process of their sequential values, which prompted
the concrete contents of the question to him.

Like other mathematicians of his time, Landen considers it poss-
ible to employ freely divergent series in formally structured expre-
ssions of infinite series if the former only play an intermittent role in
the construction. If a series had to express the value of some sort of
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quantity which was subject to calculation, then in order for it to be
used it had to converge. Landen did not consider it necessary to
‘explain precisely what he had in mind for ‘convergent’ or ‘divergent’
series but instead, having expanded (by means of some sort of for-
mative arrangement) the function into a series, he usually points out
the radius of convergence of the derived series and introduces
methods by which to ‘improve’ the convergence (to replace the series
with another which converges ‘more rapidly’ to the same limit).
Landen thus, among the number of ‘principles’ ‘already accepted

since Antiquity in algebra and geometry’, obviously includes some -

concepts of the passage to a limit, with which he deals in practice
{when speaking of an approximate calculation, for example). But he
had no general concept of ‘convergence’ or ‘limit’. Nor did he have
methods for calculating limits (or proving their non-existence) which
incdluded a wide variety of classes of functions. Landen therefore

. looked for a definition of the derivative (the ‘special value”) which

would contain within itself its own algorithm.

Just like Newton, he spoke in terms of the function of x as an
analogue of the concept of real numbers. In detail, just as any real
number can be regarded as the (finite or infinite) sum of powers to the
base 10, of which each one is denoted by the figures 0,1,2.. .9, so
any function of x, according to Newton, ought to be represented as
the (finite or infinite) sum of powers of the base x , with each denoted
by numbers (coefficients) — that is, as a power series. (A series was
considered ‘representing’ a certain function given in terms of a finite
‘algebraic’ expression if the series is obtained by formal manipula-
tion from the given function. So, for instance, the series
1+ x+x*+ ...+ x"+ . ., was considered to ‘represent’ the func-

tion ﬁ since it can be obtained by the division of 1 by 1— x by
means of the division of the polynomial.) The task of finding the
derivative of the function f{x) could be represented as equivalent to
the analogous task for the power x® and to the task, once knowing the
derivatives of the elements (or factors), of finding the derivative of the
sum. Just these problems Landen solved first of all in his Residual
Analysis. The extension of these methods into functions of several
variables and into partial derivatives of various orders, accompanied
by a host of technical difficulties, Landen dealt with by means of
occasionally very clever formal calculations.

In this it is usually implicitly assumed that the power series cor-
responding to the function is single-valued, that is, if two power series
are to represent one and the same function of x, then the coefficients
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for éach of the powers on them must be equal (hence the widespread .

use of the so-called ‘method of undefined coefficients’).

As an example illustrating Landen’s use of these methods we
present his proposed (with several more precise definitions in use even
today) demonstration of the binomial theorem of Newton for the
general case of a binomial raised to a real exponent. Since Marx
devoted special attention to this theorem of Newton, primarily with
respect to the theorems of Taylor and MacLaurin (see for example
pp.109, 116), Landen’s proof may provide interest in this connection.

Let :

(a+x)P=A;+Ax+Ax2+ ..., (L

where p is any real number and A, A, . . . are undefined coef-
ficients assumed to be independent of x. Letting x = 0 on both sides
of the equation yields A, = g°. The differentiation of the complete
equation (I) with respect to x (Landen, of course, did not speak of the
derivative with respect to x but of the corresponding ‘special value’
which he had for Ax® where A is independent of x and r is real)
becomes

p(a'l' x)"'l = A2+ 2A3x+ 3A4x2+ - (2)
Multiplying equation (1) by p and equation (2) by (2 + x) , we obtain
pla+ x)® = pA,+ pAx + pAx2+ ..., (N

_ 2aA 4 3alA4 .2 : 7

pla+ x)° =aA,+ A}x+ T lx+..., (2

from which, recalling the assumed single valuation of the expansion of
the expression p(q + x)® into a series of powers of x, we have

2=pA;, implies A, =24, = o>,

ZuAs+ Ay = pA;, implies Ay =250 4, = 2@ D goa

p—2
37

=D -2 .,
2.3 :

&IA4+ 2A3 PA3, .unplles A4 A3
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and therefore

(a+ x)°? = a"+TpaH p(p ap—z z+P(P‘“11)2(§ 2) 293

+ ..

b

which is the binomial theorem of Newton.

Although the residual analysis of John Landen did not become an
everyday working instrument among mathematicians — Landen’s
notation was cumbersome and he (perhaps therefore) did not reach
the theorems of Taylor and MacLaurin — it does not follow that
Landen’s work was generally without influence in the development of
mathematics. Landen himself writes (p.45) that several of his
theorems from the Residual Analysis have ‘struck the attention of Mr
De Moivre, Mr Strling, and other eminent mathematicians’. In his
Traité (Vol 1, p.240) Lacroix agrees that he employs the Landen
method as an ‘imitation a Palgébre’ for the proof of the binomial
theorem and the expansion of exponential and logarithmic.functions
into a series. Lacroix’s textbook enjoyed a widespread popularity
among mathematicians. :

However, Lacroix’s notice was drawn to Landen through the influ-
ence of Lagrange, whose Théorie des fonctions analytique Lacroix made
the basis for his Traité. In the introduction of this book, speaking of
the difficulties remaining in the fundamental concepts of analysis
according to Newton, Lagrange writes: ‘In order to avoid these
difficulties, a skillful English geometer having made an important
discovery in analysis, proposed to replace the method of fluxions,
which until then all English geometricians used consistently, with
another method, purely analytical and analagous to the method of
differentials, but in which, instead of employing differences of var-
iable quantities which are infinitely small or equal to zero, one uses at
first the different values of these quantities which are then set equal,
after having made, by division, the factor disappear which this equal-
ity sets equal to zero. By this means one truly avoids the infinitely
small and vanishing quantities; but the results and the application of
this calculus are embarrassing and inconvenient, and one must admit
that this means of rendering the principles of calculus more rigorous
at the same time sacrifices its principal advantages, simplicity of
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method and ease of operation.’ (In addition to the Residual Analysis _

Lagrange also cites ‘the discourse on the same subject published
. . . in 1758. See Qeuvres des Lagrange, Vol. IX, Paris, 1881, p.18).

The last comment of Lagrange is obviously related to the fact that
Landen uses an extremely awkward notation and did not obtain the
differential and the operations with the differential symbols of cal-
culus.

Separate from Lagrange, Lacroix concludes that the method of
Landen ‘reduces essentially to the method of limits’ (Traité, p. X VII),

APPENDIX V

THE PRINCIPLES OF DIFFERENTIAL
CALCULUS ACCORDING TO BOUCHARLAT

Of the books of mathematical analysis available to Marx, obviously
of the greatest significance for the understanding of his MAanuscripts is
the textbook of Boucharlat, Elementary Treatise on the Differential and
Integral Calculus, with which Marx was acquainted in the English
version of the third French edition, translated by Blakelock and
published in 1828,

This textbook enjoyed a great popularity and was several times
reprinted. Its eighth edition with the commentaries of M. H. Laurent,

saw the light in Parisin 1881. It was translated into a variety of foreign

languages, among them Russian. ’
Graduate of the Ecole Polytechnique, professor of ‘transcendental’

- (higher) mathematics, author of a seties of textbooks of mathematics.

and mechanics, Jean-Louis Boucharlat (1775-1848) was at the same
time a poet, and since 1823, professor of literature at the Parisian
Atheneum.

No doubt his literary accomplishments and clarity of exposition
were responsible in no small part for the popularity of Boucharlat’s
textbook. 1t is clear that Marx did not turn his attention accidentally
to the course-book of Boucharlat.

All the same, despite the pretentions of the author to great rigour in
his account and to having perfected the ‘algebraic” method of Lag-
range by means of the method of limits (see the introduction to the
fifth edition, 1838, p,VIII) the mathematical level of this course was
not very elevated. Even in the fifth (of 1838) and not only in the third
edition, the English translation of which Marx consulted, the con-
cepts of limit, function, derivative, differential are introduced thus: *

* Marx not only made extracts of this textbook in several of his manuscripts and
polemicised with the author regarding the foundations of his methodoiogical essay, but
also invested a great deal of effort in the factual examination of the former. Therefore we
could hardly do without an acquaintance with the contents of this textbook. Here we
produce in detail the contents of the first twenty paragraphs of the course of Boucharlat.

173
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‘1. One variable is said to be a function of another variable, when
the first is equal to a certain analytical expression composed of the
second; for example, y is a function of x in the following equ-
ations: -

2
y = Ja’—x%, y=x3- 3bx2, y_=%, y=b+cx?.

‘3. Let us take also the equation
y=x3 (D

and suppose that when x becomes x + k,y becomes y', we have
then )

¥=(x+h)y
or, by expanding,
Y =x*+ 3c*h + 3xh?+ B3 ;
if from this equation we subtract equation (I) there will remain
Y-y =3+ 3xh2+ i,
~ and by dividing by A,

-";y'= 3x2+ 3xh+ A2 . 2

‘Let us loock at what this result teaches us:
¥ — y represents the increment of the function y when x receives
the increment h , because this difference ¥ — y is the difference
between the new state of the value of the variable y and its original
state,

‘On the other hand since the increment of the variable x is %, it

follows from this that the expression y’;_y is the ratio of the

increment of the function y to the increment of the variable x.
Looking at the second term of equation (2), we see that this ratio

Paragraphs which are specific to the course and particularly those towards which Marx
directed critical remarks are reproduced in full. Passages in the manuscripts for whose
understanding 2n aequaintance with thesé paragraphs is necessary are accompanied by
citations to the pages of the Appendices on which the contents of the paragraph are
reproduced. s
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decreases together with the decrease of & and that when % becomes
zero this ratio is transformed into 3x2.

‘Consequently the term 3x? is the limit of the ratio ¥ “h-" 3 it

- approaches this term when we cause % to be decreased.

‘4. Since, in the hypothesis that & = 0 the increment of y also

becomes zero, then -"—;l is transformed into % and therefore
there is obtained from equation (2)

0_ ..

0= 3x7 ., 3

“There is nothing absurd in this equation, since algebra teaches us
that g may represent any value at ail. On the other hand it is clear

that since division of both parts of a fraction by one and the same
number does not change the value of the fraction, we may then
-conclude that the smallness of the parts of a fraction has no effect at
all on its value, and that consequently it may remain the same
value, even when its parts attain the last degree of smallness, that
is, are transformed to zero.

“The fraction g which appears in equation (3) is a symbol which
has replaced the ratio of the increment of the function ¥ to the
increment of the variable x ; since no trace remains in this symbol
of the variable, we will represent it by g—:’; then % will remind

us that the function was y and the variable x . But this dy and dx
will not cease to be zero, and we will have '

D 3, @)

5-";, or more precisely its value 3x2, is the differential coefficient

of the function y. :
‘Let us note that since % is the sign representing the limit 3x2

(as equation (4) shows), dx must always be located beneath dy.
However, in order to facilitate algebraic operations it is permitted
to clear the denominator in equation (4), and we obtain dy =
3x%dx . This expression 3x2dx is called the differential of the func-
tion y.’ (pp.1-4)

In §§ 5-8 Boucharlat finds dy in the examples
— x?

y=a+ 32, y=

e ¥ = (%= 2% (- 3a?) .
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In all these cases the expression for the increased value of v, that'is (in
Boucharlat’s notation) for ¥ , is equal to f{lx + h) —ify = f{x) —and
is represented in the form of a polynomial, expanded in powers of %
{with coefficients in x), after which the ratio”'_T" is easily represen-
ted as a polynomial of the same type. Setting = 0 in this ratio gives
% > and multiplication by dx completes the search for the exp-
ression for the differental dy.

- 9. The expression dx is itself the differential of x; let y = x,
then ¥ = x+ h, consequently ¥—y = k, and then
2.2 = 1. Since the quantity % does not even enter the second

term of this equation, it is enough to change *=2 10 g which

will give % = 1; consequently, by our hypothesis, dy = dx.

‘10. We find in the same way that the differential of ex is adx;
but if we had y = ax + b we also would have obtained adx for the
differential, whence it follows that the constant 4, vnaccompanied
by the variable x , provides no term at all upon differentiation or, in
other words, has no differential at all.

‘In addition one may note that if y = b, then in the case before
us, where a is zero in the equation y = ax+ b and where

therefore % = a is now reduced to % = 1, there is neither
limit nor differential.’ (p.6)

We see from the above that according to Boucharlat:
. 1) Th_ere is neither a definition of limit, nor of derivative or
differential. All these concepts are explained only in examples, and

only such that the ratio f&* B —f(x) represented as a polynomial

expanded in powers of k , with coefficients in x . The evaluation of the
limit of this ratio as 2 —0 is treated as the supposition that 2 = 0 in the
obtained polynomial. Here questions whether there exist other cases,
whether in such cases it is possible to ‘differentiate’, and if s0, how, do
not even arise,

2) The passage from the derivative % = @{(x) to the differential

dy = @(x)dx is regarded as an unlawful opération, carried out onlyin
order to ‘facilitate’ algebraic calculation. )
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3) From the fact that for & # 0

flx+ k)= flx) = g(x, B, (A)

is drawn the conclusion that for & = 0, that is, when KM

loses all meaniﬁg, (is transformed into g), equation (A) retains sig-
nificance, that is, we should obtain

g = 9(x,0) . B)

In other words, it is considered @(x, h) should be defined (and
continuous) for & = 0 and that eq_uatitm (B) follows logically from

equation (A4) — although the expression g is without meaning.

4} The limit or differential equalling zero is rationalised as indi-

* cating that ‘there is neither limit nor differential’ although at the same

time dy and dx are always zeroes (if @(x) #0, then the differential,.
equal to @(x) . 0, exists, if (x) = 0, then it doesn’t).

It is not surprising that such a treatment of the fundamental con-
cepts of the differential calculus did not satisfy Marx. And in fact the
first of his outlines of the opening paragraph of the course-book of
Boucharlat (see p.65 of the present edition) contains critical remarks
concerning that author. But Marx was displeased in particular with
the fact that the fundamental concept of differential calculus — the
concept of the differential — appeared without foundation and its
introduction justified only because it ‘facilitates algebraic operations’.

_(see the manuscript ‘On the Differential’, p.15).

In §11 of Boucharlat’s book the remark is made, ‘sometimes the
increment of the variable is negative; in that case we must put x— k
for x, and proceed as before’. In the example ¥y = — ax* by this means
is obtained dy = — 3ax%x, and the conclusion drawn: ‘We see that
this comes to the same thing as supposing dx negative in the diffe-
rential of ¥ calculated on the hypothesis of a positive increment.’ But
for Boucharlat dx is 0. The question of the meaning of ‘negative zero’
never came into his head, however. (In the works of this period there
was still no general concept of ‘absolute value’.)

Since the following three paragraphs,§§12-14, are particularly
characteristic of Boucharlat’s course-book and since they are related
to a variety of passages in the manuscripts of Marx, the text of these
paragraphs is reproduced here in full. '
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‘12. Before proceeding further, we must make one essential

remark; viz., that in an equation, of which the second side is a

function of x, and which for that reason, we will represent gen-
erally by y = f(x), if on changing x into x + 4, and arranging the
terms -according to the powers of h, we find the following
development: '

Y =A+ Bh+ Ch*+ DR+ etc. , (8

we ought always to have y = A,

‘For if we make % = 0, the second sideisreduced to A . In regard
to the first side, since we have accented y only, to indicate that y
has undergone a certain change on x becoming x + h, it follows
necessarily, that when % is 0, we must suppress the accent of y and
the equation will be reduced then to

y_=A.

‘13. This will give us the means of generalising the process of
differentiation. For, if in the equation y= f{x) in which we are
supposed to know the expression represented by f(x) , we have put
x + k in place of x; and after having arranged the terms according
to the powers of %, are able to obtain the following development:

Y =A+Bh+ Ch*+ Dh®+ etc.
or rather, according to the preceding article,
"=y+ Bh+ Ch*+ etc.,
we shall have | '
. Y=y =Bh+ Ch*+ etc.,

therefore
2———}1—3' =B+ Ch+ etc.

and taking the limit, 2 = B; which shows us that the differ-
ential coefficient is equal to the coefficient of the term which
contains the first power of A, in the development of f(x + k),
arranged according to ascending powers of 4.

‘14. If instead of one function y, which changes its value in
consequence of the increment given to the variable x which it
contains, we have two functions, ¥ and 2, of that same variable x ,
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and we know how to find separately the differentials of each of
these functions, it will be easy, by the following demonstration; to
determine the differential of the product zy of these functions. For
if we substitute x + k in place of x, in the functions y and = » We
shall obtain two developments, which, being arranged according to
powers of h, may be represented thus,

Y =y+ Ah+ Bh*+ etc., )]
5 =z+ Ah+ Bh2+ etc. . (6)

Passing to the limit, we shall find
dy _ dz _ ., .
o 4, i A )
multiplying equations (5) and (6) the one by the other, we shalt
obtain '

2y =zy+ Ash+ Bzh*+ etc.+
+ Avh + AAR®+ etc.+
+ Byh?+ etc. ,
therefore
2y — 2y

;— =Az+ Ay+ (Bz+ AA'+ Byh + etc ;

and taking the limit, and indicating, by a point placed before it, the
expression to be differentiated, we shall get

d.zy
dx

and suppressing the common factor dx,

=Az+ Ay ;

d.zy = zdy + ydz.

‘Thus, to find the differential of the product of two variables, we
must multiply each by the differential of the other, and add the
products.’ (pp.6-8)

In §15 this is correctly used to determine the differential of the
product of three variables, in §16 to obtain the differential of the

fraction %
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In §17 the differential of the power function ¥ = x™ for a positive m
is obtained from the formula

dxyztuetc,. dx dy de dt du
xysmuetc. x Ty Tzttt et ®

under the supposition that x,y,2,1,u etc. are equal to x and are taken
m times,

§18 contains the formula for correctly differentiating a power func-
tion.

In §19 by the use of the formula for operation with the differential
symbols (having related the problem to previous cases) it is correctly
shown in the cases of fractional and negative exponents,

In§20thedifferential of a power [function is obtained immediately
by the expansion of (x + &)™ according to the binomial theorem of
Newton. : )

In the third edition of Boucharlat’s course-book, the English trans-
lation of which Marx used, there is 2 “Note Second’ in the appendices
with a title beginning, ‘Considerations which prove the solidity of
differentiation . . .’ Since this comment attracted Marx’s special
attention, its text is introduced here (in part):

‘With the exception of the differentials of circular functions,
which, as we have already seen; are readily found by the formulae
of trigonometry, all the other monomial differentials, such, for
example, as those of x™, &%, log x, etc., have been deduced from

 the binomial theorem alone. We have, it is true, had recourse to the
theorem of MacLaurin, in the determination of the constant A in
the exponential formulae, but we might have dispensed with it.’

Later, with the help of formal manipulations of infinite series which
are not at all well-founded from the modern point of view, it is shown
how this might be done, after which Boucharlat concludes:

‘It follows from this that the principles of differentiation rest all
of them on the binomial theorem alone, and since that theorem has
been demonstrated, in the elements of algebra, with all the rigour
possible, we may conclude that our principles are founded on a
firm basis.” (p.362)

Thus it is clear that Boucharlat adhered to the viewpoint of the
‘algebraic’ differential calculus of Lagrange, which he tried to
improve with the help of the concept of limit. His ‘improvement’,
however, reduced to the fact that whereas Lagrange wanted to avoid
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the application of the then not yet well-based concept of limit and
simply defined the derivative of f(x)as the coefficient of the first

. power of & in the expansion

flx+ k) = f(x)+ Ah+ Bh2+ Ch*+ ..., D

" 'where A, B, C,. . . are functions of x, Boucharlat ‘uncovered’ the

same derivative (“differential coefficient’) by means of the passage to
the limit, which last, however, consisted simply of taking & = 0 in the
expression :

&‘_L’ilhzfﬁx_)=A+Bh+Ch2+ @)

which is derived purely formally from equation (1). Boucharlat gave
no definition of the concept of ‘limit’ or any sort of commentary on it.
He limited himself to hints to the effect that the limit is the last value
of the unlimitedly close approach (that is not having a last value) of a

. variable quantity. No wonder that such a concept of limit could not

possibly satisfy Marx.
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TAYLOR’S AND MACLAURIN’S THEOREMS AND
LAGRANGE’S THEORY OF ANALYTIC
FUNCTIONS IN THE SOURCE-BOOKS USED BY
MARX

1) These theorems, including Lagrange’s closely connected theory of
analytic functions, attracted Marx’s particular attention, and he spec-
ifically devoted a series of longer, more important manuscripts to
them (see mss 4000, 4001, 4300, 4301, 4302 [not Lranslated] ). Inorder
to understand these manuscripts, particularly the critique to which
Marx subjected the proof of Taylor’s theorem which had been intro-
duced in the handbooks at Marx’s disposal, it is necessary to become
acquainted with these proofs and with the corresponding ideas of
Lagrange. Before we approach them, however, let us establish some-
thing of the history of Taylor’s and MacLaurin’s theorems.*
“Taylor’s Theorem is actually included as the 7th proposition of the
book Methodus incrementorum directa et inversa by the English
mathematician Brook Taylor (1685-1731), published in London in
1715. Taylor had already advised his teacher John Machin by letter of
this result in 1712. “Taylor’s Theorem’ was so called for the first time
in 1784 in the article ‘Approximations’ in the French Encyclopaedia

(Encyclopédie méthodigque) of Condorcet. In 1786 Simon Lhuilier also _

used this title in the book Exposition élémentaire des calculs supérieure,
honoured by an award by the Berlin Academy of Sciences (the thesis
had been offered in a competition of the Academy). Since that time

* Assources wehave used: M. Cantor, Vorlesungen iiber Geschichte der Mathemaiik , 2nd
ed, Val.3, pp.378-382; D.D, Mordukhai-Boltovskei, ‘Kommentarii k “Metodu raz-
nosteei” * (Commentary on the ‘Method of Differences’) in the book Isagk Nyuton,
Matemaricheskie roboty, Moscow/Leningrad 1937, pp.394-396; M.V. Vygodskii, “Vst-
upitel'noe slove k “Differentsiz’nomn jschisleniya” L. Eilera’ (Introduction to L.
Enler’s ‘Differential Calcnius’) in the book L. Enler, Differentsial’noe ischislenie,
Moscow/Leningrad, 1949, pp.10-12; G. Vileitner, Istoriya matameniki ot Dakaria do
serediny XIX stoletiya, Moscow 1960, pp.138-140; Q. Becker & J.E. Hofmann, Ges-
chichte der Mathematik, Bonn, 1951, pp.200-201, 219; G.G. Tseiten, Istoriya matematiki
v XVI 1 XVII vekakh, Moscow/Leningrad, 1938, pp.412, 445; D.Ya. Stroik (Dirk
Struik), Kratkii ocherk istorii matematiki Moscow 1964, no.153-154. For more complete
coverage see the book by M. Cantor, pp.378-382. +
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. the theorem has entered all the handbooks of mathematical analysis
" and no one has called it anything else. We know nowadays, however, -

that the Scottish mathematician James Gregory already possessed itin

_ the years 1671-72. - .

Both Gregory and Taylor approached ‘Taylor’s Theorem’ starting
from finite differences. At this point Taylor addressed himself
directly to the problem of considering Newton’s deliberately utterly
vague explanation of his interpolation formulae. Newton had
obtained his theorem by first allowing the independent variable to
differ from zero by a (finite) increment and then — after a series of
transformations — returning it to zero ‘by dividing it into an infinitely
large number of pieces’. If we replace Taylor’s extremely cum-
bersome notation by more modern notation, the proof appears as

follows.

Let y = f(x), where x is a variable which is varied, as he says,
‘uniformly’, that is, obtaining the successive values x, x+Ax,
x+25x,..., £+ nfx =x+ k. Andlet the corresponding values
of flx)y bey(orye)h ¥1,¥25 . - - s ¥u. Let the successive differences-

) - (differences of the first order) between y,_;and y, (k = 0, 1, . . <
"n—1)be Ay, Ay,, . .., Ay, 4; the differences between these dif-
- ferences (differences of the second order) are A%, A%, ...,

A2y, o; and so on. In order to visualise all this, let us write it in
schematic form:

X  x+ Ax x+ 2Ax x+34x ... Cx+ nhx

: Y1 Y2 Y3 ... Y
Ay Ay, Ay, ., Dyn 4
.Aiy Ay, . Ay,

Ady AN T

-

It is then clear that:

yi=y+dby,

Y2=y1+hy:, Ay, = Ay+Aly, _
Yi=ya+Ay,, Ay, = Ay +AY, Ay, = A%y + A%y,
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Hence we further obtain:
fx+lx) =y, =y+hy,
flx+20x) =y, = (y +29) + (Dy + AY) =y +20y +AYy
flx+34x) =y, = (y+2Ay +AW) + (Ay +A%) + (AZy +A3y)
: =y+34y+3A%+ A3y,

Having observed the general regularity, Taylor concludes from this
that:

-1 —D(n-2
C flx+ndx) = y+ ndy+ %Azy +."‘(n—1.§)i-(;—)43y

+..0 4+ Ay, )

which is Newton’s interpolation formula (for interpolation across
equal intervals), Its similarity to Newton’s binomial theorem is strik-
ing — particularly the fact that the coefficients in the expansion into
Ay, A%, ... ,A% are exactly the same. _
Setting nAx = k (Taylor used 7 instead of k), we will have:
n=g—x, n—1=‘—h£x, n— 2 hz&,

cea,n—(n—1 =EL2§&_

Substituting these values for #, (n ~ D, (n—2),...into for-
muia (1), Taylor obtained (in our notation):

- Ly | k(h— Ax) A%
fix+ R y+h/‘_\.x+ 12 Al

+ b= 8%) (h=200) &Y,

1.2.3 At o0 @

although lie didn’t even write out the last term

hth= &x) (h—28%) ... (h— (5= DAx) A%
12...n Ax®
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He now assumed 4 to be fixed, # to be actually infinitely large, and
Ax to be actually infinitely small (‘zero’), inferring that this .

" transformed —g‘—i into the first fluxion y (d’ according to Leibnitz),

. dx
'-2% into the second fluxion (:1, according to Leibnitz), and so
on. This transforms formula (2) into:

oh o h? . h3 .
f(x+h)—y+y +yi—.—2+ y m"‘ .

that is, into Taylor’s series.

Thus, even beginning with finite differences and only then ‘remov-
ing’ them, Taylor still operated strictly in the style of Newton and
Leibnitz, with actually infinitely large and actually infinitely small
quantities and with the symbolic formulae of the calculus of fluxions,

I ot wondering whether they had any ‘real equivalent’ and not bother-

ing to consider, of course, the convergence of the obtained series (even
to the value of f(x + %)). One must note here that, although Taylor

... was an ardent adherent of Newton’s in the quarrel with Leibnitz and

_therefore never used the latter’s notation nor ever cited him, it is
.+ nonetheless no accident that Euler presented the proof* in the lan-
" 'guage of Leibnitz. As D.D. Mordukai-Boltovskoi notes, in essence
" Taylor addressed the Newtonian fluxions from the Leibnitzian, not
[} the Newtonian, standpoint, namely from that of finite differences (see
1+ the Kommentarii cited in Yanovskaya, 1968, p.396).

As for the history of MacLaurin’s Theorem, it must be noted first of

_ . all that it was already present in Taylor in the form of a special case of
.+ his theorem at x = 0. It is true that, unlike MacLaurin, Taylor never

used the ‘MacLaurin series’ for the expansions already known at this

©* time, for a*, sin f, cos f which are more easily obtained using this
" theorem.

Furthermore, with respect to the manuscripts of Marx, who spec-
ifically mentioned that he borrowed the ‘algebraic expansion’ directly
from MacLaurin, it must be noted that the proofs of MacLaurin’s
Theorem (by the method of indeterminate coefficients) which were

. presented in Boucharlat’s and Hind’s textbooks actually belonged to
- MacLaurin himself. Such direct borrowing from the author whose

"~ ™ Sdll, Eualer proved Taylor’s theorem following Taylor. See L. Euler, Differential
. Caleudus, chapter 3, ‘On the Approximation of Finite Differences”, §544-48.
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name the theorem bears may also have taken place, of course, with
reference to Taylor’s Theorem. The bibliographic list which Marx
compiled while preparing the historical sketch is apparent evidence
that he had decided to become acquainted with Taylor’s work in the
original, although he did not succeed in carrying out this intention.

2) We find the same order in which Marx criticised the proof of
Taylor’s Theorem in manuscript 4302, in Boucharlat’s textbook as
well (J.-L. Boucharlat, Elémens de calcul differérentiel, Sth ed., Paris,
1838; Marx apparently had an English translation done from a dif-
ferent edition).

Having stated the problem of successive differentiation in § 30
(pp.19-20) — where, by the way, after having obtained 6a as the third
derivative of ax® he remarks (p.20), ‘here it is no longer possible to
differentiate since 6a is a constant’ — Boucharlat passes to Mac-
Laurin’s Theorem (§31, pp.20-21), proving it by assuming the proof
of Taylor’s Theorem (later proved in §§55-57, pp.34-37).

As was already mentioned, Boucharlat proves MacLaurin’s
Theorem by following MacLaurin himself. He apparently did not
read the latter’s work, however. In fact, with respect to the title
‘MacLaurin’s Theorem’, Boucharlat writes, ‘this theorem, as
G.Peacock has noted, was discovered by G. Stirling in 1717, con-
sequently earlier than MacLaurin used it,” although, as we have
already mentioned, MacLaurin fully acknowledged that Taylor
already had the theorem.

Boucharlat’s proof — which raises not a single question about the |

correctness of the assumptions made, not to mention the convergence
of the series under consideration — we present below in almost literal
translation, i '

‘Let y be a function of x; let us expand it in terms of x and
assume:

"y =A+Bx+Cxl+ D+ Ext+ erc. ; (16)
we obtain, differentiating and dividing by dx:

dx
d'zy.
dx?

. .
‘;.J.;J_; 2.3D+ 2.3.4Ex+ etc.,

& =B+ 2Cx+ 3Dx?+ 4Ex*+ etc. ,

= 2C+ 2.3Dx + 3.4Ex*+ etc. ,
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Let us denote by (v) that into which y is transformed when x = 0 s
by (gxy«—)that into which ‘;”—’—c is transformed when x = 0,

by (gx ) that into which %3 is transformed when x =0,

the preceeding equations give us

0 =4, ()= 8. (5) = 20 ()= 230,

whence we extract

- _ (dy _ ldy _ 1 dy,
A=0) B=(5) C=5(5k D =535
substituting these values into (16), we will have

y=0u+ (g%)x+%($)x2+ :rl?’(%’g)x3+ -3 (A7)

and this is MacLaurin’s formula.’

In the following §§ 32-34 (pp.21-22) expansions are found by means

- of MacLaurin’s formula for

1 _—
- Al y=\/a2+.bx,y=(a+x)m.

By this means the binomial theorem is derived from MacLaurin’s

" Theorem in the third example. In the first appendix to our 5th edition

of Boucharlat’s texbook entitled ‘Proof of Newton’s formulae by

. means of differential calculus’, a direct derivation {by the same

methed of indeterminate coefficients) is given of Newton’s binomial

* theorem (for positive integer powers) by means of successive dif-

ferentiation. It appears as follows.
Boucharlat begins with an expansion of (1 + 2z, from which the
required expansion for. (g + x)™ is_ obtained by the substitution

= %. Assume, he says,

{(1+2)"=A+ Bs+ Cs2+ D23+ Ez*+ . .. (D
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Setting z = 0 he obtains A = 1 and consequently
(1+2)® = 1+ Bz+ Cz2+ D2+ Ez*+

Differentiating both sides of this equation with respect to z, he next
finds

m(l+z2)™! =B+ 2Cz + ?,‘Bhe:2 + 4E23+ etc.

Referring to the fact that this equation is valid for any z, Boucharlat
sets 2 = 0 and obtains by this means m = B. Differentiating once
more and again setting z = 0, he obtains

“mim—1) = 2C,
whence he finds

mim— 1)
after which he concludes: ‘In the same manner all remaining coef-

ficients are determined, and upon substituting their values into equ-
ation (1) this equation is transformed to

C'_-'

mm— 1)2:2+ m(m—1) (m— 2)23+ etc.’

(1+2)% = 14+ me+ =7 1.2.3

(pp.491-492).

3) Boucharlat also demonstrates Taylor’s Theorem by the method
of indeterminate coefficients. In this case he not only assumes that an
arbitrary function of many variables may be expanded into a series of
powers of any of the variables, but he also considers this expansion
unique; that is, that the coefficients of any two such expansions (in
powers of one and the same variable) must be equal. This makes it
possible to apply the method of indeterminate coefficients.

In order to arrive at this possibility, that is, of comparing the
coefficients of two expansions of one and the same function, Bouchar-
lat begins with a lemma which asserts that the derivatives of f(x + &)
with respect to x and to & are equal. Since Marx expresses dis-
satisfaction in manuscript 4302 (see Yanovskaya, 1968, p.540 [not
translated]) with the demonstration of this lemma in Boucharlat’s
course-book, while it is impossible even to understand pp.41-42 (see
Note 117 Yanovskaya, 1968 |not 't.ranslated]) of manuscript 3888
without being acquainted with this proof, we present it here in full.
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Devoted to this is §55 (pp.34-35), in which we read:

‘If in some function y of x the variable x changes to x + %, we
then obtain one and the same differential coefficient both when x is
the variable while % is constant, and when % is the variable while x
is constant. .

“If in order to show this we substitute x + k = x,*in placeof x in
the equation y = f(x)}, we then have y, = f(x); the differential of
f(x,) will then be equal to some other function of x, , represented
by @(x,), multiplied by dx; consequently, dy; = @(x4)dx; orif
‘we replace x4 by its value x + &,

dy, = @ox+h)dx+ h) .

But the only change which the hypothesis that x is variable while
is constant introduces into this differential refers solely to the
factor d(x + %), which reduces to dx when x is variable while 4 is
constant; consequently, in this case we have

dyi = q)(x+ h)dx 3

whence we obtain

d
22 =(x+ k) . (35)

‘If on the other hand we make x constant while 4 is variable, the
factor d(x + k) then reduces to dk and we will have

dy, = @(x + h)dk ,

that is,
D= gx+m) 3 36)
dh ?
comparing these two values for @(x + k), we obtain
dyy _ B
dx dh

In the following § 56 Boucharlat extends this lemma to derivatives
of higher order and in §57 uses it to prove Taylor’s Theorem. He

* Although Boucharlat does employ Lagrange’s notation for derived function, he

designates the increased x and y (i.e. (x + #) and f(x + &) )as & and ¥. We have
replaced this designation with x4, ¥;.
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begins this ‘proof’ with the following words on what he considers —
and as Marx calls it — his ‘starting equation’ (37), applicable to any
function: ‘Let y; be a function of x + k; let us assume that when we
develop this function into powers of # we obtain

y1 =y+ Ah+ BR?*+ CH* + etc., 37)

where A, B, C, . .. are unknown functions of x which are yet to be
determined.’ :

Differentiating equati.on (37) with respect to & and with respect to
x, and having obtained by this means

%1=A+ZBI1+ Cr2+ etc.,
‘!—?ﬂl——,di dii @2 .
J _dx+dxh+dxk etc. ,

Boucharlat then sets the coefficients of corresponding powers of % in
the two equations equal to each other, referring to the lemma, and by
this means obtains the expressions he needs for the coefficients A, B,
C, . .. of y and its successive derivatives. Marx gives an account of

this proof on one occasion in manuscript 3888 (sheets 54-55; pp-50-51°

in Marx’s enumeration), where he compares it to the proof of Mac-
Laurin’s Theorem presented above. He criticises this proof in man-
uscript 4302, primarily for a lack of foundation for its initial
hypothesis.

The following §§ 58-61 in Boucharlat’s book contain examples of
expansions of f(x + k) by Taylor’s formula in the case of f{x) equals
Jx, sinx, cos x, log x. Questions about the convergence of the series
obtained are not even mentioned. Cases of inapplicability of the

Taylor series are only considered in the very last paragraphs of the

first part of the book (devoted to differential calculus) which are
printed in small type.

The concluding §62 of the section on Taylor’s Theorem and its
applications is devoted to a proof of MacLaurin’s Theorem from
Taylor’s Theorem. Marx reproduces this proof in full in manuscript
3888 (see sheets 55-56; pp.51-52 in Marx’s enumeration).

Notes



NOTES

[ The following is a complete, unabridged translation of notes to the
1968 Russian edition (referred to as Yanovskaya, 1968), covering
pages 1-139 in this edition. Commentary by the translators is indi-
cated by square brackets — Ed. ]

! The manuscript was written in 1881 for Engels. This is the first
work in a series of manuscripts conceived by Marx and devoted to a
systematic exposition of his ideas on the nature and history of dif-
ferentiat calculus. In this work he introduces his concepts of algebraic
differentiation and the corresponding algorithm for finding the
derivative for certain classes of functions. On the envelope enclosing
the manuscript there is the notation in Marx’s handwriting: ‘For the
General’. This was Engels’s nickname in Marx’s family because of his
articles on military questions. Having acquainted himself with the
manuscript, Engels answered Marx in a letter on 18 August 1881 (see
p-xxvii). The published German text of the mManuscript repro-
duces exhaustively Marx’s text. Some of the preparatory material
(drafts and supplements) is published on page 473 of Yanovskaya,
1968. Variant readings from the unpublished drafts are provided in
footnotes. The manuscript was published for the first time (not in full}

- in 1933 in Russian translation in the collection Marxism and Science

(Marksizm i estestvognanie), Moscow, Partizdat, 1933, pp.5-11; and in
the journal Under the Banner of Marxism (Pod znamenem marksizma)
No.1, 1933, p.15ff. This is the first time it has been published in
German.

2 In order to avoid confusion with the designation of derivatives,
Marx’s notation x', ¥, . . . for the new values of the variable has been
replaced here and in all similar cases by X1y V1.

In the sources which Marx used there was as yet no concept of
absolute value. Therefore Marx frequently (apparently in order to be -
positive) regards only the growth in the value of the variable, but
sometimes (see p.109 of this volume and p.514 Yanovskaya, 1968) he

-speaks also of the “increase of x” in a positive or negative increment &’.

193



194 MATHEMATICAL MANUSCRIPTS -

3 In keeping with the accepted terminology of the source-books
which Marx consulted, a finite deference is here understood always to
be a non-zero difference.

4 Marx distinguishes in each equation two sides (where now we speak
of two parts), the left hand and the right hand which do not always
play symmertric roles. On the left-hand side of the equation he fre-
quently places two different, equivalent expressions joined by the
conjunction ‘or’.

5 In the mathematical literature which was at Marx’s command the
term ‘limit’ (of a function) had no well-defined meaning and was
understood most often as the value the function actually reached at the
end of an infinite process in which the argument approached its
limiting value (see Appendix I, pp.144-145). Marx devoted an entire
rough draft to the criticism of these shortcomings in the manuscript,
‘On the Ambiguity of the Terms “Limit” and “Limit Value” ’
(pp.123-126). In the manuscript before us Marx employs the term
‘limit’ in a special sense: the expression, given by predefinition, for
those values of the independent variable at which it becomes unde-

. . . 0

fined. For Marx, the ratios % (at AHx = 0 this is transformed to H)

and Z_y’ interpreted as the symbolic expression of the rato ‘of
X

annulled or vanished differences’, that is, of %, are such expres-

sions, With respect to the ratio &2, Marx (influenced to a certain

degree by the definitions of this concept in Hind and Lacroix; see
Appendix I, p.143) took this to be an expression which is identically
equal to this ratio when Ax # 0, but which has been predefined

.. .. 0
by continuity when the ratio is transformed to e The
‘limit’, at that point, consequently, must be the ‘preliminary deriva-

tive’ (concerning which see p.6 and note 7). Exemplifying
Ay

this, Marx writes (on p.6}, with respect to the ratio 5 where
¥y = ax®+ bx?*+ cx+ d: ‘The “preliminary derivative”

a(x3+ xx+ x2 + b(x,+ x) + ¢ appears here as the limit of a ratio
of finite differences; that is, no matter how small we allow the dif-

Y will always be given by this

“derivative”.” Later (on p.7), Ma.rx mentions that setting x, equal to

ferences to become, the value of
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. x, that is; setting Ax = 0, ‘reduces this limit value to its absolute

minimum quantity ,’ giving its ‘final derivative’.
Analogously, by ‘the limit of the ratio of differentials” Marx in Ih.lS

" manuscript means the ‘real’ (‘algebraic’ — see note 6) expression

which provides the value for. this ratio; in other words, the derived
function. Marx writes, however, that in the equanon & - = flx),

‘peither of the two sides is the limiting value of the ot.her. They
approach ‘one another, not in a limit relationship, but rather in a
relationship of equivalence,’ (see p.126). But here, the concept of
‘limit’ (and of ‘limit value’) is used in another sense, close to the one
accepted today. Marx uses the term ‘absolute minimal expression’
(see, for example, p.125) in a sense even closer to the contemporary
concept of limit, when he writes in another passage (see p.68) that it is
interchangeable with the category of limit, in the sense given it by
Lacroix and in which it has had great significance for mathematical
ahalysis (for Lacroix’s definition, see Appendix I pp.151-153).

¢ By ‘algebraic’ Marx understands any expression which contains
symbols neither of the derivative nor of differentials. Such ause of the
term ‘algebraic expression’ was characteristic of mathematical lit-
erature at the beginning of the 19th century.

Marx frequently distingunishes between the concepts “function of
(won) x’ and ‘function in {in) x’, that is, the function as a cor-
respondence and the function as an analytical expression (see p.506
Yanovskaya, 1968). In the manuscript before us he does not adhere to
this distinction strictly, speaking most of the time of simply ‘the

- function x {die Funktion x [rendered ‘the function of x* in Engh'sh])’, ‘

perhaps because he always has in mind only functions given by a
certain ‘algebraic expression’. He provides a correspondence relating
the value of the dependent variable y to the value of the independent
variable x by means of the equation y = f(x), where y is the
dependent variable and f(x) is an analytic expression with respect to
the appearance of the variable x in it.

7 The essence of Marx’s method of algebraic differentiation consists
of his predefinition (for x; = x) of the ratio of finite differences
{(having meaning only when x, = x),

flx ) — fx)
e[ g
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by means of continuity. With this goal in mind he writes down the -

function @(x, ,x} , which coincides with (1) forall x, = x and which is
continuous as x; — x. Marx calls such a function @(x,, x) the
preliminary derived function of the function f(x), while the function

@(x ,x) , which is obtained from g{x ,x) under the assumption that

x4 = x, he calls the derivative of the function f(x). If this function
exists (wh_ich is a relevant question for the classes of function under
consideration), then it coincides with the present-day concept of the
derivative, namely:

M

x1—>x

=flx) .

Already in Marx’s time well-known functions existed for which the

operation of differentiation was undefined (see p.117 of the present
edition [and note 85, p211)).

8 Marx reproduces here the formal expansion of the function into a
series which is typical of the mathematics books at his command,
having left to one side the questions of the series so obtained and the
agreement of the value of the function with the limits of the partial
suims.

$ ", : a symbol employed in the manuscripts to stand for the word
‘consequently’.

10 The text entitled ‘Supplementary’ comprises the contents of a
separate sheet, appended to the manuscript, of independently num-
bered pages 1 and (on reverse) 2. :

11 By equation of finite differences Marx clearly intends an expre-
ssion of the form

Fx)— flx)y = (x;— x)P(x,,x) . See note 7

12 At this point $[amuel} Moore wrote in pencil ‘Nicht der Fall, diese
Factorensindx,— x— 1,x, — x— 2etc.” (*Not the case. These factors
arex, — x— 1,x,— x— 2, etc.’.) Obviously Marx intends here not
the factors (x; — x) but rather the expression x; — x, and meant to say
that the transition to zero of the difference x,— x, having been
preserved in the expression for, the preliminary derivative, does not
deprive the latter of meaning.

13 The manuscript dates from 1881. On the envelope attached to the
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" manuscript is written ‘II For Fred’ (7 Fiir Fred). Marx calls this

manuscript the “second instalment’ (see p.33), since,inithe continﬁes_
to set forth the views at which he arrived in the process of studying
mathematics. Engels showed the manuscript to S[amuel} Moore and
conveyed the latter’s comments to Marx in his letter of November 21,
1882 (see p.xxix). The manuscript ‘On the Differential’ was first
published (not in full) in Russian translation in the 1933 collection
Marxism and Science (Marksizm i estestvoznanie), pp.16-25; and in the
journal Under the Banner of Marxism (Pod znamenem marknzma),
1933, No.1.

14 Marx thus assumes here that the functions « and =z, whjch, as
subsequently becomes clear, are defined by means of the equations

‘4 = flx), 2 = @(x) (where f{x) and @(x) are expressions ‘in the

variable x”), are differentiable functions of x . The fact that no further
information on the functions f{x) and ¢(x) is required to prove the
theorem on the differential of the product of two functions, is

reflected in Ma.rxs graphic comments regardmg o’ d?' ‘shadow

- figures lackmg the body which cast them, symbolic differential coef-

ficients without the real differential coefficients, that is without the
corresponding equivalent “derivative” ’(see p.20). Marx also dis-
cusses this specifically in his rough draft essays on the differential.
Here and hereafter we shall write d(uz) instead of the contraction duz
which Marx used in his manuscripts.

15 The symbols for derivative and differential which are specific to

. differential calculus are intended here.

1% In the literature of the 18th- 19th centuries the derivative was often
called the ‘“differential coefficient’, which is obviously related to the
definition of the derivative as the coefficient of the first power of the
increment & of the independent variable x in the expansion of the
expression f{x + k) into a series of powers of h. The adjective ‘real’
refers to the fact that the expression for f{x) contains no symbols
which are restricted to differential calculus.

7 This way of speaking, in which as a result of multiplication by zero
‘the variables # and =z themselves become equal to zero,’ is explained
by the fact that in Marx’s time there still existed widespread con-
ceptions of mathematical operations on numbers as changing the
numbers themselves: the addition of the positive number b to a
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‘increases the number 4’ the multiplication of @ by 0 ‘changes the ‘

number a to zero’, and so on. These conceptions were put on a

* scientific basis only in the 20th century.

18 The words ‘since we can begin the nullification arbitrarily with
numerator or denominator’ obviously mean that the predefinition

of an expression of the form %, which at x = g becomes %and

~ therefore loses any meaning, may be established for x = a inanumber

of different ways. If we wish to preserve in the predefinition that
property of the ordinary fracdon which makes it equal to zero
when the numerator is equal to zero, then the value of L{% must be

zero. “To begin the nullification with the numerator’ in this case

simply means to set 82 equal to zero. Since, however, a fraction with

gla)
a denominator of 0 does not exist, ‘to begin the nullification with the
denominator’ makes it impossible to retain in the predefinition any-
thing of the properties of an ordinary fraction with a zero denom-

inator. Butifforall x # ¢ £%) = ¢(x), and @(x) is continuous at ;he

E{x)
point a(that is, xlig}a ®(x) = @(a)), then it is natural to set ;%%
-equal to @(a), retaining in this manner the equation floy - o(x)

g(x)
even for x = a. If the numerator is also transformed to zero because
the denominator is set at zero, then the words ‘begin the nullification
with the denominator’ may be explained naturally as denoting: pre-
define in the above-mentioned manner, that is, ‘using continuity’. In
the books which Marx used, even including the large Traité of Lac-

roix, the preservation of the equation f(f'&)j = @(g) in the case of

fla) = g{a) = 0 was considered independent, in general, of whatever
may have been ‘derived’; it was a necessary consequence of the
metaphysical law of the continuity of ‘all real numbers’.

19 There is a slip of the pen here in the text: instead of x = a there
appears x> = g*. Instead of correcting it, someone, apparently
Moore, made insertion marks in the text in pencil, after which he
observed, ‘und da x* = a? ", x = + g = = 2Pa oder 0,’ that is ‘and
since x? = g?, thenx = =+ a, [whence P(x + a)] = 2Pa or [=]0.
Such an interpretation, however, clearly does not agree with th
overall context. _ o .

NOTES 199

20 Marx here calls the expression %’ which was obtained by the

transition from a ratio of finite differences to the derivative, the sym-
bolic differential expression for i 1
: 1

¥, corresponding to fx1) = flx)
-x ‘ x—x
1 Apparently this concerns the case where the choice of independent
variable is not necessarily fixed, where either % or 2 may be used as
the independent variable. In general, if ¥ and z may be considered to
: be interchangeable functions of one and the same independent var-
4 iable, then assigning a value to either one of % and 2 determines the
value of the independent variable and, of course, the value of the other
function as well. In other words, what is intended here is the

invariance of the symbolic operational equation with respect to the
choice of independent variable. :

_** Apparently the word “dir’ (to you) in the phrase ‘der dir bekannte’
(which is known to you) was omitted during recopying, although it is
preserved in the notebooks. It is to be understood that this concerns
the French mathematician L.B. Francoeur, about whom Engels
wrote to Marx in the letter of May 30, 1864. The word in quotation
marks, ‘elegant’, refers to Engels’s comment, ‘Einzelnes ist sehr eleg-
ant’ (‘Someone is very elegant’), and contains, obviously, a hint of an
ironic relationship of Engels to the author under discussion. Fran-
coeur, like Boucharlat and some others, tried to combine the ‘algeb-
raic’ method of Lagrange (see pp.24) with the differential calcuius of
Leibnitz, all the while operating with the symbols of differentials.

Marx’s note of irony about the ‘clarity’ with which this was done, -
concerns both Boucharlat and Francoeur. The first, in order to ‘facili-
tate algebraic operation’, introduced an absurd formula; the second,
suggested that the differential ‘appears synonyinous 1o the derivative
and differs from it only ambiguously’, consequently, he also wrote,
‘the derivative of x is ¥’ = 1 or dx = ’.

3 The extract in quotation marks is a text translated from the French
of the books of J.-L. Boucharlat. See, for example Elémens de calcul
differential et de calcul intégral fifth edition, 1838, p4.

?* The reduction to its ‘absolute minimum’ here obviously implies
the stated predefinition. of the ratio by continuity at x, = x; that is, in
essence, the transition to the limit where X1 x,
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%5 See Appendix IT1, ‘Oh the Calculus of Zeroes of Leonhard Euler’, ‘

p-166

26 Marx here makes a distinction between the differential particles
(die Differentiellen) dx and dy, which represent the ‘removed’ dif-
ferences Ax and Ay, and the differential (das Differential) dy, which
is defined by the equation ' '

dy = f(x)dx . | m

This last equation can be treated as an operational formula which
makes it possible to find the derivative f{x) by means of the already

determined differentials dy and dx, transforming equation (I) to its

equivalent (see note [24])

2 = 1. e

7 Marx’s argument against applying the method of treatment which
already took place in the ‘algebraic’ differentiation of the simplest
functions of first order consists of the following: I) the step which
consists of assuming x, = x is superfluous, since the preliminary

derivative here already agrees with the final one; that is, that which is.

specific to the ‘algebraic’ method of differentiation does not come to
light; 2) the extension to the general case of attributes of differential
functions of the first order may lead to the completely erroneous
conclusion that all derivatives of higher order, beginning with the
second, must be equal to zero. :

28 That is, consider % a ratio of infinitely small quantities, as Leib-
nitz and Newton had done already. '

2% That s, to find the derivative of y with respect to x, considering y
as a function of x, given by the two equations:

1) vy = 3u2, 2D u=x3+ax?.

3% Marx assumes here that it has already been established that it is
correct to operate with differentials as if they were ordinary fractions
(see p.24 and Appendix V, p.173).

31 At this point in the manuscript Moore made the following note in

pencil: ‘On p.12(5) this is proved for the concrete case there inves- .

tigated. Should it not be proved instead of assumed for the general
case also?’ [English is garbled in text; recovered from Russian trans-
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lation — Trans. | This note, however, is based on a misunderstanding.
The ‘development demonstrated from given functions’ consisted of

the symbolic expressions j—-:-’ and ‘:-,; which had been obtained as a

result of differentiation. Since, as Marx has already assumed, it is
correct to operate with such expressions as if they were conventional
fractions, the conclusion was natural that

dy a'u__hdéy

dudx dx
32 'Marx did not write section III apparently because he did not

succeed in carrying out his intention of studying John Landen’s book
in the British Museum (see Appendix IV). '

33 Under this heading are combined three drafts of various sections of
the work, ‘On the Differential’, and several drafts supplementary to
it. For more details see pp. 459, 464, 477, 479 of Yanovskaya, 1968.

34 This éxcerpt is taken from notebooks which Marx entitled ‘A. I’
and ‘B (continuation of A). I’ (see pp.459, 464 of Yanovskaya 1968).
It begins on the last (unnumbered by Marx) page of the notebook ‘A.I’
and ‘B (continuation of A). II’ (see pp.459, 464 of Yanovskaya, 1968).
It begins on the last (unnumbered by Marx) page of the notebook ‘A.I’
and is inserted at various places in the notebook ‘B’ (Marx dis-
tinguished it with special markings). Part of the indicated draft was
first published in Russian in 1933 (see Under the Banner of Marxism
[Pod znamenem marksizma| No.1 as well as Marxism and Science
[Marksizm 1 estestvoznanie], pp.34-43).

35 Marx everyhere calls ‘symbolic’ (as distinct from ‘algebraic’; see
note 6) those expressions which contain the symbols specific to dif-
ferential calculus, dx, dy etc. He calls ‘real’ those expressions of
functions which do.not contain such symbols.

% The ‘operational formulae of differential calculus’ here means
those symbolic expressions which indicate (see the text below) which
operations must be performed on a defined function to obtain the real
value of one or another derivative. '

37 The notebook ‘A.I’ ends at this point. At the end of the page is
written in Marx’s hand, ‘Sich weiter Heft II, p.9° (‘See further
notebook II, p.9"). This indicates the notebook ‘B {continuation of
AY. :
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3¢ Concerning the characteristics of this type of predefinition by

continuity and the possibilities of other predefinitions satisfying these

_ or other conditions, see note 18 and Appendix I, p.146.

3% That is, when we make the transition from the region of the usual
algebra to a function (the dependent variable) for which it is necessar
to predefine the ratio '

fxy) = flx)
0n—x °

which transforms to 60 at x, =
4® Marx usually calls expressions not containing symbols specific to
differential calculus ‘algebraic’ (see note 6) or ‘real’ (see note 2). Here
and in several other passages he calls them ‘actual’ (wirkliche). Since in
Russian mathematical literature the term ‘actual’ {number) carries
another meaning [namely ‘real number’ — Trans], the word ‘actual’

(expression) is translated as its synonym ‘real’ [that is in Russian .

translation; in English ‘actual’ is not confusing — Trans).

1 The manuscripts of the second and third drafts are in very rough
form: they contain many deletions and insertions. The first four pages
of the second draft are not preserved, so we begin with the first
complete paragraph. These two drafts, less some abridgements, were
first published in Russian in 1933 (Under the Banner of Marxism [Pod
znamenem marksizma] » No.1, and Marxism and Science [Marksizm i
estestvoznanie|, pp.26-34). See ‘Preliminary Drafts and Variants of the
Manuscript, “On the Differential”, point a, p.477 [Yanovskaya,
1968).

2 This entire paragraph (beginning with the words ‘when the var-
iable quantities increase . . . ’) is Marx’s German translation of a
passage in Hind’s book (see T. Hind, 2nd edition, Cambridge, 1831,
p.108). The second draft breaks off at this point. The vacant space
{more than half a page) which Marx left after this paragraph is
apparent evidence that, not finding the desired quotation in Hind,
Marx put aside the contemplated research, obviously intending to
return to it later.

Material on the differential of a product obtained by the methods of
Leibnitz and Lagrange is contained in the text books of Hind and
Boucharlat (see Appendix V pp.173) As for Newton’s method, the
books mentioned do not illustrate it. )
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~*4* Thecitation is from the book of Boucharlat (see, for ex?.mple, ].-L.

Boucharlat, 7th edidon, Paris, 1858, pp.3-4).

¢ Here Marx projects a somewhat different enumeration of the
sections of his work from that which he had followed earlier. In
Section III he plans to locate materials which in the second draft were
located in Section II; in Section IV, to comment on the historical
development of differential calculus by means of the example of the
history of the theorem on the differential of a product.

45 Inconnection with this paragraph see note 5 as well as Appendix I,
‘On the Concept of “Limit” in the Sources Cited by Marx’, p.151

. {where there is a discussion of how in Boucharlat’s textbook both

sides of the equation g— = f{x) are wtreated as limits) and

pp.152-153 (where the discussion is about the concept of limit in
Lacroix’s long Traité and Marx’s related concept of the word in this
paragraph). Exactly what Marx had in mind in his treatment of the
symbolic expression as the limit of f{x) remains unclear, (Perhaps he
simply had in mind the fact that the derivative was obtained as a result
of the supposition that x; = x, that is, when the numerator

and denominator of the ratio %ﬁ both have attained their limit value of

zero, so that the expression f{x) must cortespond not to ‘ﬁ—i but
11] %.) Regarding Marx’s comment on Lagrange’s opinion of the
concept of limit as understood by Newton, see p.154 as well.

. #¢ Marx intended to write several supplements to ‘On the Dif-

ferennal’, four sketches of which survive (for more details see
pp.479-490 [Yanovskaya, 1968], which presents a series of extracts
from these sketches). Since the drafts are not finished, only two more
complete (and understandable) extracts from them are reproduced
here. They are adapted from supplements to the second and third
drafts,

47 This is Marx’s heading to section A) of the second draft of the
supplement to the manuscript “On the Differential’. Only point 1),

containing a short résumé of the basic work on the differental, is
published here. The important supplementary material to the latter
work here is the direct indication of the geometric applicabiliy of
operatonal formulae. For more detail see p.479 [Yanovskaya, 1968].
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48 This is paragraph A) of the third draft of the supplement. The

heading is due to Marx., Published here is only point 3), in which -

Marx (in his characteristically literary style) introduces the appli-
cation of the theorem of the differential of a product as an operational
formula for finding the derivative of a fraction.

4% With his manuscript ‘On the Differential’, Marx fulfilled a prom-
ise to write a specialised piece shedding light on the historical path of
the development of differential calculus. In sketches preceding this
letter {‘On the Differential’ was a letter to Engels — Trans], he
expressed an intention to illustrate the history of differential calculus
by means of the history of the theorem on the differential of a product.
Obviously Marx succeeded in carrying out neither of these intentions
completely. Only the tentative drafts contained in the notebook ‘B
(continuation of A, where they alternate with Marx’s computations
for his work on the differential, have survived, These drafts begin,
appropriately for Marx’s primary purpose, with an explanation of the
methods of Newton and Leibnitz in the example of the theorem on the
differential of a product. For the same reason, only the beginning goes
like this and not the concluding section explicating the method of
d’Alembert. Later Marx passes to a more detailed discussion and
critique of the methods of Newton and Leibnitz in general. This
brings him to the general periodisation of the history of differential
calculus, in which three periods are distinguished: 1) the mystical
differential calculus of Newton and Leibnitz, 2) the rational dif-
ferential calculus of d’Alembert, and 3) the purely algebraic dif-
ferential calcuelus of Lagrange, the characterisation of which com-
prises the second part of the extant drafts of the history of differential
calcunlus. It was this part which Marx apparently decided to develop
into a third letter to Engels. The concluding part of the historical
drafts presents a more detailed exposition of the general ideas con-
tained in the first part. The drafts are published in full with the
exception of notes whose content refers to the work “On the Dif-
ferential’, which are omitted. :

© 50 The bibliograj:hy which Marx presents in this list is accompanied

in many cases by imdications of the exact passages in the sources cited
where the fundamental concepts and methods of differential calculus
are discussed. These were not indicated in the textbooks at Marx’s
disposal. There is therefore every reason to suppose that Marx chose
these passages by consulting the corresponding works (in the library
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of the British Museum, apparently). The fact that Marx especially
distinguished {placed in a panel) the name John Landen is obviously
related to the fact that he had decided to acquaint himself particularly
well with J.Landen’s Residual Analysis. For more details on this see
Appendix IV, The sources for Marx’s notation of the dates of birth
and death on the list are unknown. It is only clear that the sources did
not have the date of death of Lagrange.

51 Tn the scholium (lesson) to Lemma X1 of the first book of Principia
Mathematica and in Lemma II of the second book, Newton explains
the fundamental concepts of differential calculus which correspond to
our concepts ‘derivative’ and ‘differential’. For more details on these
lemmas of Newton see Appendix II, pp.156-159.

52 See Marx’s outlines of these works (with his critical commentaﬁes)
on pp.272-280 [Yanovskaya, 1968).

53 D’Alembert’s Traité des fluides does not contain any material on the
fundamentals of differential calculus. D’Alembert’s views on the
fundamental concepts of differential calculus were presented in his
articles in the Encyclopédie and in his Opuscules mathématigues. It is not
known what attracted Marx’s attention to the Traité des fluides of
d’Alembert.

5% The third chapter of part one of L[eonhard] Euler’s Institutiones
calculi differennialis deals with the question ‘Of Infinity and the
Infinitely Small’. For more details see Appendix III. ppl160-164.

55 This book was assembled by the Abbé Moigno ‘following the
methods and works of Cauchy, published and unpublished’, The first
volume of Moigno’s Lectures appeared in 1840, the second in 1344.

56 This conclusion (due to Newton) requires clarification: ‘since the
numerical quantties of all possible magnitudes may be represented as
straight lines’, the variation of any quantity may be represented as a
sort of linear motion of variable velocity. And since during an
infinitely small interval of time the speed of motion can be considered

- 1o be fixed, then the path, nearly a point, corresponding to this small

time interval (of course corresponding also to the variation of our
quantity) is equal to the product of this speed (fluxion) and the
infinitely small time interval, T. Therefore ‘moments, or infinitely
small portions of the quantities generated = the products of their
velocities and the infinitely small time intervals’. Regarding the
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metaphysical nature of Newton’s attempt to provide a basis for the

concepts of ‘fluent’, ‘fluxion’, and ‘moment’, corresponding to our
‘fugction’, ‘derivative’, and ‘differential’, defining them in terms of
mechanics, see Appendix II, ppl56-157.

57 It was explained in Note 49 that Marx intended to return to the
illuminarion of the history of the development of differential calculus
by means of the example of the history of the theorem on the dif-
ferential of a product. So he left a vacant space following his
unfinished extract from Hind’s text. There, after being repeated one
more time this section is introduced as an example of the very theorem

on the differential of a product in Newton’s treatment. (This theorem -

is intreduced as example 3 in Hind’s textbook; see Hind, p.109.)

58 In Hind’s textbook Leibnitz’s method is not illusirated in the
example of the theorem on the differental of a product, so Marx
turned to Boucharlat’s textbook. This paragraph is an extract from
the latter work (see Boucharlat, p.165).

59 This sentence appears in the extract from Hind’s textbook cited
above (Hind, p.106). Further on, however, Marx does not introduce
the theorem on the differential of a product as developed by Hind.
After this text follow five pages in Marx’s notebook which have been
omitted (pp.16-20). They deal primarily with calculations concerning
theorems on the differentiation of fractional and compound functions
as well as the solution of problems related to the parabolic curve y2 =
ax . We retain only the comments, written at intervals on pp.16-18, in
which Marx emphasises the fact that Newton and Leibnitz began
immediately with the operational formulae of differential calculus.

Then under the rubric ‘Ad Newton’ Marx subjects these methods
of Newton and Leibnitz to the criticism that all such methods, not-
withstanding all the advaniages they bring, inevitably imply the
introduction of actually infinitely small quantities and their attendant
difficulties. Here again the theorem on the differential of a product is
used as the basic example.

€ By %, ¥, £ Newton and his followers usually signified the rate of
change (fluxion) of the variables x , y, z (fluents) the derivatives, that
is, of x, y, &, with respect to that variable which plays the role of
‘time’; by t%, 19, T£ they designated the ‘moments’ corresponding
to the Leibnitzian differentials or infinitely small increments. How-
ever, the Newtonians often also used %, y, 2 for the ® moments or
differentials. See Appendix III p.160.
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61 This discusses the heuristic generalisation where, in the formula
y=ai, (1)
y is simply treated as a certain function f{x), while the constant «

becomes a new function f{x) derived from this f{x); according to this
formula (1) becomes a special case of the more general formula

¥y =flx)i. )

‘Since %, yare treated as increments, even though infinitely small, the
factor f{x) is therefore a function not only of x but also of %; the
‘derived’ function f{x) in formula (2) turns out not to be independent
of %. It is exactly this fact (which compelled the Newtonians to
suppress forcibly the terms containing % , even though the latter must
be different from zero for formula (2) to have any meaning) which
serves as the basis for the critique of the Newtonian definition of the

derivative of the function y = f(x) as the ratio 'li , to which Marx
returns several lines below.

62 That is, obtained in the form of a ‘real’ expression, not containing
differenttal symbols.

63 Several more lines of unclear meaning are omitted.

6 If = % and y itself is x, then in order to obtain an equality in
which one side does contain the differential symbol % it is sufficient
simply to divide both sides of the equality y = % by %.

65 <Zuwachs in x’ (‘increase in x’) obviously signifies here a new
functionin x obtained from the initial function x* — in addition to it,
50 to speak — by means of the binomial theorem: as the coefficient dx
in the expansion of (x + dx)2.

66 Obviously this refers to the fact that the immediate result of the
application of the binomial is dy = 2xdx + dx?, not dy = 2xdx. But
the former equality appears to be mathematically correct only as a
result of an incorrect premise.

57 The meaning of the expression ‘succeeds in two ways’ remains
obscure. After the colon there follows a point a) without a point b).
Perhaps the “two ways’ here are composed of first, the fact that on the

left-hand side the fracdon %’: is transformed into % (and not

identfied from the very beg_inm'ng_ Withr %}, and second,
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the fact that on the right-hand side the terms 3xk+ k2 are now.

obtained by means of correct mathematical operations and not by
using some sleight of hand.

8 The expression in quotation marks has been copied from Hind’s
textbook cited above (§99, pp.128-129).

® He obviously has in mind that Taylor’s theorem was published in
his collection Methodus incrementorum in 1715, that is, during the life
of Newton, in whose works this theorem does not appear. See in
additon Appendix VI p.182.

7¢ For material related to the theorems of MacLaurin and Taylor, see
pp.109-119 [this edition], 412, 441, 493, 498 [Yanovskaya, 1968].

71 For Marx’s é.xposition and critique of the fundamenial ideas of
Lagrange’s theory of analytic functions, see p.113 of this edition.

72 This refers to rough-draft notes, divided into sections, part of
which are published in this edition under the general heading ‘First
Draft’. See pp.76-90 of this edition.

7® In the manuscripts devoted to the history of differential calculus
there are two passages, located almost immediately adjacent to one
another, at which Marx proposed to insert: 1) an investigation of the
theorems of Taylor and MacLaurin and 2) a discussion of Lagrange’s
theory of analytic functions (see p.97). Marx did not succeed in
accomplishing his intentions, although he had in his possession a great
deal of material on these subjects which he had collected from his
sources and which served as the foundation from which he arrived at
the point of view on the essence of differential calculus which he
presented in the works conveyed to Engels. This material is com-
prised primarily of outlines but also includes manuscripts containing
Marx’s summarising or critical comments. The most important of
these comments are contained in the manuscripts: 1) “Taylor’s

Theorem, MacLaurin’s Theorem, and Lagrange’s Theory of Derived

Functions’ (for more details see p.441 [Yanovskaya, 1968]) and 2)
‘Taylor s Theorem’ (unfinished), extracts from which are reproduced
here, in order to amplify somewhat Marx’s intentions mentioned
above. For extracts from other outlines on the same subjects see
pp.281, 412 [Yanovskaya, 1968).

7* In the handbooks on differential calculus at Marx’s disposal the
derivatives of all elementary functions, except for the trigonometric
ones, were actually calculated. by means of the binomial theorem.
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Marx noted this himself in his manuscript, “Theorems of Taylor and
MacLaurin, First Systematisation of Material’ (see pp.419-420

anovskaya, 1968] J. Subsequently Marx formulated for this class of

ction a different means of differentiation which he called the
‘algebraic’ (see the manuscript ‘On the Concept of the Derived Func-
tion’). Therefore it is clear that the present manuscript
chronologically precedes ‘On the Concept of the Derived Function’
and ‘On the Differential’.

75 Thus, in Hind’s textbook (Hind, pp.84-85), after the example
containing the derivation of the binomial theorem by means of the
expansion of (x + h)™ into the Taylor series there is introduced the

derivation of the theorems of Taylor and MacLaurin from the
binomial theorem.

76 Here (see also p.514 [Yanovskaya, 1968]) Marx says straight out,
that by ‘increment’ of the value of the variable x he has in mind any
change of this value, whether it be a positive or negative increment % .

77 Because, according to Marx, a function in x is a given expression,
it represents a combination of symbols which is considered with

_ respect to the appearance in it of the variable x.

In the given case we have before us the terms of the MacLaurm :
series, that is the product (‘combination”’) of the two expressions,
1) x*(k=10,1,2,3...)and 2)its corresponding ‘constant function’
FAL() . , :

S -

78 Marx calls expressions not containing the variable x ‘constant

functions’ of x. (y), ( ) (:;") and so on are expressions for f{x) and

its successive derivatives in which all appearances of the variable x
have been replaced by a constant — zero. The result of this sub-

stitution in y and in its corresponding derivative %‘{ is designated in

the manuscripts as (y) and, correspondingly, (‘}—l-;l,) This desig-

nation, which Marx borrowed from Boucharlat (see Boucharlat,
p.40), has been preserved in this edition.

7% Marx does not explain what exactly he means here by ‘the irrational
nature of the constant (or variable) function’. Apparently it deals with
the fact that in both cases the cause of the origin of ‘exceptions’ is the
presence in the expansion of terms having no rational mathematical
meaning: in the first case without any continuity (such as, for exam-
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ple, a ‘fraction’ of the form g) » and in the second without defined
values of the variable x (such as, for example,x_‘a at x = a). The
‘irrationality’ of such an expression does not imply that it necessarily
contains a radical sign (compare ‘algebraic irrationality”), but is used
as the opposite of intelligibility (rationality; compare the ‘rational
differential calculus of Euler and d’ Alembert’ with the opposite ‘mys-
ticism of Newton and Leibnitz’!). Marx gives a short general charac-
terisation of cases of inapplicability at the very end of the manuscript,
‘Theorems of Taylor and MacLaurin, First Systematisation of
Material’ (see pp.440 [Yanovskaya, 196 1) !

80 By ‘representation in a finite equation’ here is obviously meant a
representation of the form

fixt k) =Py+ P h+P,h%+ .. .+ P, k",

where n is a positive integer,and Py(i = 0, 1,2, . . .n) are functions
of x.

#1 For a more detailed exposition of the proof of Taylor’s theorem
contained in the sources used by Marx, an eXposition necessary in
order to understand the critique to which Marx subjected it in the
following lines, see Appendix VI, p.182.

82 This is anexcerpt from the manuscript “Taylor’s Theorem’, which
is inserted here because it contains in a more concentrated form
Marx’s viewpoint on the insufficiency of the proof known to him of
Taylor’s theorem, on its ‘algebraic’ origin in the binomial theorem,
_and on its essential difference from the latter {(for more details on the
‘unfinished ‘Taylor’s Theorem’ see p.498 [Yanovskaya, 1968]). Since
the first paragraph of this extract presents difficulties in reading it in
isolation from the preceding text, we note here that in this paragraph
Marx summarises the results of the previous section devoted to the
critique of the proof of Taylor’s theorem in Hind’s book. In jt (see
Hind §74, pp.83-84; §§77-80, Pp.92-96):
1) Taylor’s theorem is proved under the assumption that the expre-
ssion f(x + k) may be expanded into a series of the form:

fx+h) = PR+ OnP+ RRY + . ..

where P,Q, R, . . . are functions of the variable x and the exponents
a, B,y ... are increasing positive integers.

2} The ‘cases of inapplicability’ of Taylor’s theorem are considered,
with the result that for certain specific values of the variable x these

>
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- conditions are not fulfilled (some of the coefficients P, Q, R . . . are

not defined — ‘do not have finite values’ at these points). .
3) The attempt is made, following Lagrange, to show that,

generally speaking, excluding, that is, certain specific values of the
variable x, the conditions under which Taylor’s theorem has been
proved (the exponents @, B, y. . . cannot take on negative or fractional
values, the functions P, Q, R. . . are not transformed ‘into infinity”)
are fulfilled for any function f(x). After this come Marx’s remarks
devoted to the insufficiency of this sort of attempt.

8 The words ‘x = a, for example’ refer to the example, examined by

* Hind, of the expansion into a Taylor series of the expression f{x + )

where f(x) = x>+ Jx—a. At x = a the expression has the intel- .
ligible value (2 + h)2+ Jk, but the terms of the Taylor series rep-
resenting it give, according to Hind, only ‘z%+ 2ah
+ A2+ 0+ o— o+ w— etc., not at all defined’ (see Hind, p.93).

8 Inthefunctiony = f(x), where y, = f(x + k) is only the symbolic
expression of a binomial of a certain power, one here naturally has in
mind the function y = x™, where m is a positive integer.

85 A literal translation of this passage would be, “which in the course
of differentiation can give no result’ (die auf dem Weg der Dif-
ferenriation kein Resultat licfern kinnen), :

8 Literally: ‘in the possible historical part of this manuscript’ (beim
etwaigen historischen Teil dieses Manuscripts).

87 In the manuscript ‘On the History of Differential Calculus® Marx
notes that from the simple difference in the form of representation of
the change in the value of the function originate essential differences
in the treatment of differential calculus (see p.102). Regarding this he
made reference to the ‘introductory pages’ in which he developed this
thought ‘in the analysis of d’Alembert’s method’ (see ibid.) These
sheets are of two groups: sheets of one group are marked with the
capital Latin letters A to H (see p.471 fYanovskaya, 1968] ), and
sheets of the other group with small Latin letters from a to n (see p.498
[Yanovskaya, 1968]).

Since d’Alembert defines the derivative by means of the concept of
limit, Marx naturally begins his analysis of the method with a critique
of the concept of limit, the inadequacy of which is made clear with the
material presented in Appendix I (see ‘Concerning the Concept of .

- “Limit” in the Sources Consulted by Marx’, p.153). This part of the

manuscript occupies sheets A to D (published under the title cor-
responding to its contents, ‘On the Ambiguity of the Terms “Limit”
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and “Limit Value” ). Also directly related to the above-mentioned
passage in the manuscript on the history of differential calculus are
sheets E to H, published here under the title, ‘Comparison of d’Alem-
bert’s Method to the Algebraic Method’. And devoted to essentially
the same question are sheets a to g of the other group, which are
published here under the title ‘Analysis of d’Alembert’s Method by
Means of yet Another Example’. (For the contents of the remaining
sheets of this group see pp.468-470 [Yanovskaya, 1968].) In con-
formity with Marx’s reference to the appended separate sheets
devoted to the analysis of d’Alembert’s method, they are grouped
together here under the general title, ‘Appendices to the Manuscript
“On the History of Differential Calculus’: Analysis of d’Alembert’s
Method’ (pp121-132).

 In other words, it is proposed to consider here the expression
3x%+ 3xh + k2 for non-negative values of x and h under the assump-
tion that & tends unboundedly towards zero, remaining different
from zero. We recall that in the sources which Marx used there was as
yet no concept of absolute value, so that he was not required to
consider the sum of all non-negative terms.

8 Here Marx comes to the basis for his later conclusion, that ‘the
concept of the limit value may be interpreted wrongly, and is con-
stantly interpreted wrongly’ (see p.126), as a consequence of which it
is appropriate to replace it by some new term which is unambiguously
understandable. As such he proposes the term ‘absolute minimal
expression’, by which is meant the limit in the usual present-day
meaning of the word (see p.126 and Appendix I, p.143). Marx’s
criticisza of the ‘limit value’ defined here and of the way this concept is
used in Hind’s and Boucharlat’s textbooks refers first of all to the fact
that the ‘limit’ is considered there as actual; that is, it is regarded as
‘the last’ value of the function for ‘the last’ value of the argument, and
therefore represents ‘a childishness which has its origin in the first
mystical and mystifying method of calculus’ (see p.126). In this
particular paragraph he obviously has in mind the ‘limit value’ in the
meaning of the definition introduced by Hind (see Appendix I,
p.145), who in practice treats it as coinciding with the one-sided limit
of a function where the argument approaches a certain number from
the right or from the left: in the given case, with the one-sided limit
from the right of the function 3x2+ 3xk + k2, considered as a func-
tion of £ as k -» +0. In contrast to Hind, however, Marx emphasises
that this ‘limit value’ only has meaning if it is not understood as taking
place but is calculated with the condition that # # 0 (hére & > 0);
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that is, he treats it exactly as we do today. At the same time the
application of this to the function in consideration, 3x2+ 3xh + AZ,
does not violate the requirement contained in the definition of ‘limit
value’ (as the exact upper or lower bound to the value of the variable)
with which Hind’s textbook begins. In fact, as Marx notes, this

" function firstly, as b approaches zero, constantly approaches its own

limit (the lower cne, clearly), and secondly, consequently all the more
never passes beyond it; that is, it explicitly satisfies both conditions of

. Hind’s definition (Hind himself usually did not verify the satisfaction

of these requirements; see Appendix I, p.145). :

% If the (one-sided) limit of the function 3x2+ 3xh + hZ at the
approach of % to zero (from the right; that is, as h decreases) is
interpreted actually, that is, the argument A is supposed to attain its
limit (“last’} value 0, then from the multiplicity of values of the
function with respect to which, according to Hind’s definition, the -
limit must be the exact lower bound, it is sufficient to choose the set
consisting of only the one value of the function at & = 0 (see Appendix
I, p.145), in the given case consequently of only one number 3x2 —
‘which, however, as Marx says below, it would be a ‘well-worn tautol-

- ogy’ to regard as the limit value for 3x2 as h approaches zero. In other
_ words, to speak naturally of 3x? as the limit value of 3x2 + 3xk + A2

as k approaches zero at the same time as regarding 3x? as the limit
value of 3x2 itself as h approaches zero is not intelligible here — most

~ of all because it is in general superfluous: it gives us nothing new.

91 This expression %is considered here to be the limit of the quotient

i 1 -"'x » as was done similarly in Boucharlat’s textbook (see Appendix
=

. I, p.149), but with the difference that here the limit value (here again
" in Hind’s sense) of the functions x, — x andy, — ¥ as x; — +x isnot

understood by Marx in an actual sense, that is, it remains an assump-
tion that x, # x (here x,> x).

2 Here again reference is made to the fact that g (or gj'~) is impossible

dx
to interpret actually, that is, as the value of the ratio ’%’ ath =0,
since in that case, following Hind and obtaining the limiting expres-
sion % by simply supposing & = 0, one would have to admit that the
consideration of this expression, in which no trace remains of the ratio
212 which contained the variable %, as the Limiting value for the
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same % (regarded as the ‘constant’ function of k) as b — +0, in
general gives no new result. However, for the expression2: 2 ; ? when

considered for & distinct from zero (here k> 0), it is precisely % which,

standing opposite the derived function ‘as its real equivalent’, is, as
Marx says, ‘its absolute minimal expression’, that is, the limit in the
usual present-day sense.

9 The original had initially: ‘applied in the above differential
equations’ {auf obige Differentialgleichungen), but Marx crossed out
the word ‘obige’. It is however clear that here as previously, this does
not concern equations in the proper sense of the word; but rather the
fundamental formulae of differential calculus having the form of
equalities.

9% Here Marx wrote, . . . to the geometric’, a clear slip of the pen.

95 As already noted, the source-books employed by Marx did not
consider zero a finite quantity. Therefore this passage states that
however small the difference, x, — x = # becomes, it always remains
different from zero. .

26 Here Marx writes simply x + x instead of x + 1%. Concerning the
origins of such replacement, see pp.78-79 of this edition as well as note
60. : :

97 These notes represent the contents of sheets a to g. Sheets hton,
containing only first-draft fragments or unfinished notes the sense of
which is hard to make out, are not published here; concerning them ™
see the Description, pp.468-470 [ Yanovskaya, 1968]. Sheets a to g are
devoted to an analysis of d’Alembert’s method applied to the same
example of a compound function which Marx considers in the man-
uscript ‘On the Differential’. - ‘

98 The symbols f(x), f{u) are employed here as contractions for the
expressions, ‘some function in x” and ‘some (other) function in #*. In
the manuscript ‘On the Differential’ writien later, Marx already
designates these functions with different letters in the analysis of the-
same example.

Additional material |
on Marx’s Mathematical Manuscripts



"E. Kol’man

Kar! Marx and Mathema_tics:
on the “Mathematical Manuscripts’ of Marx*

The creation of the scientific theory of the revolutionary struggle of
the international proletariat to overthrow the capitalist system and to
construct socialism made it necessary, as Marx himself indicated, to
examine social conditions from the point of view of materialism and
dialectics. These must be deduced from the entire complex of real
phenomena and verified by the manifold totatity, both of the facts of
history and of the reality of nature, society and human thought. Thus,
one of the necessary prerequisites for the creation of scientific com-
munism was the mastery of the sciences which study the governing
laws of the development of nature, the mastery of their results and
methods. At the same time the study of the natural sciences, and
mathematics as well, from the point of view of their history and
interaction with the economic development of society, was necessary
for the practical activity of the proletariat as a class coming to power in
- order consciously to transform society.

With respect to mathematics, dialectical materialism had to solve
two closely interrelated problems. On the one hand, it was necessary
to generalise the results of mathematics philosophically, and to incor-
porate them in the scientific world view, the world view of dialectical
~ Inaterialism, On the other hand, the method of materialist dialectics
should be used to illuminate the crucial problems of mathematics,
thereby enriching the dialectic method. In large measure this work
fell to the share of F|riedrich] Engels, since Marx was almost com-
pletely occupied with the validation of the laws of the economic
development of capitalism and with the practical guidance of the
international workers’ movement. In spite of this Marx persistently
kept track of the progress of natural sciences and the technical

"* Trunslation of ‘K.Marks i Matematika (O ‘Matematicheskikh rukopisyakh’ K.
Marksay, Vaprosy istorii estestvisnaniya i tekhniki, 1968, No.25, pp.101-112.
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achievements of his times, and for almost thirty years, from the late
{18]50s right up to his death, was occupled with mathematics a great
deal.

These studies were reflected in a number of observations scattered
throughout the works of Marx, both on the influence of mathematics
on philosophy and on the philosophic elucidation of specific problems
of mathematics. In addition, they were expressed in his wide-ranging
correspondence, particularly with Engels. Then they were used by
Marx in the preparation of his most important work, Capiial. Finally,
the resulits of his studies were preserved in the extensive manuscripts
left behind on Marx’s death. These papers were devoted to various
problems of mathematics and its history, primarily the problem of the
logical and philosophic basis of the differential calculus.

Marx had two motives for his mathematical studies: poljtical
economy and philosophy.

Although Marx repeatedly emphasised the specific nature and
extraordinary complexity of economic phenomena and the impos-
sibility of comparing them to biological, still less physical,
phenomena, nonetheless he considered the application of
mathematics not only ‘possible but indeed necessary for the inves-
tigation of the general laws of economics. In Capital Marx employed a
mathematical form in writing down economic laws, by no means
solely for illustration. The analysis of the form of value and money,
the composition of capital, the rate of surplus value, the rate of profit,
the process of transformation of capital, its circulation and turnover,
its reproduction, its aceumulation, loan capital and credit, differential
rents: — Marx accomplished all of this by employing mathematics.
Proceeding by means of the simplest algebraic transformations from
one formula to another, he next analysed them, interpreted them
economically, and formulated new laws. By just such means, for
example, Marx derived the dependence of the rate of profit

- M
P=crw

(where C is constant capital, V is variable capital, and M is surplus'

value)* on the organic composition of capital

* Constant capital is capital investment; variable capnal is labour wages; surplus value

is usually written § in English-language economic texts — Trasns.
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so that
A

P=iro

. (where A “%}— is the rate of production of surplus value), and

established the law of the tendency of the average rate of profit to fali.
By the very same means he established the inter-relation between the
two sectors of capitalist reproduction: the first sector is the production
of the means of production:

| (where T, is the total value of the producers’ goods sector), and the

second sector is the production of the means of consumption,
' Co+ Vo+r My =T,, '
so that, for simple reproduction,*
C,=V,— M;.
He discovered thereby the general law of the formation of the costs of

production and the economic ‘mechanism’ inevitably leading, under
conditdons of premonopolistic capitalism, to strongly periodic

_economic crises.T

The still unpublished preparatory works to the third volume of

- Capital contain Marx’s detailed calculations of the quantity 1—_% , the
-difference of the rate of surplus value A and the rate of profit P,

where Marx represented its variations in the form of a variety of

_ curves. Since the third volume of Capital, which is devoted to the

process of capitalist production taken as a whole, is a synthesis of the
first volume — the immediate process of the production of capita] —
and the second volume — the process of transformation of capital —
Marx tried in his rough drafts to supplement the complete and com-

- prehensive qualitative picture provided in his previous work with a

quantitative picture.

Marx did not bring this work, which even in the case of simple
reproduction demands rather complicated, although elementary,
computations, to completion. The work, however, correctly posed

* In simple reproduction all the value added to the producers’ goods is invested in the
machinery to produce consumers’ goods — Trans,

1 The significance of these schema for socialist economic planning is examined in the
work of M, Ebeseldt (GDR}, ‘Marx’s Schema of Reproduction and the interpretation of
Ambiguous Variables’, (in Russian) Ekonomika i matematicheskic metody , 1968, Vol , IV,
No.4, pp.531-535.
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the problem of the distribution of surplus value (in the costs of
production) under conditions of large-scale reproduction in both
sectors in order to obtain maximum profits and also derived the law of
periodic crises. These are problems which can only be solved by
means of contemporary methods of linear programming. The
mechanism of economic crises, however, can also be studied
empirically, a method concerning which Marx wrote to Engels on
May 31, 1873: :

‘Thave just sent Moorea history which grivatim had to be smuggled
in. But he thinks that the question is unsolvable or at least pro
. tempore unsolvable in view of the many parts in which facts are still

to be discovered relating to this question. The matter is as follows: -

you know tables in which prices, calculated by percent etc. etc. are
represented in their growth in the course of a year etc. showing the
increases and decreases by zig-zag lines. I have repeatedly
attempted, for the analysis of crises, to compute these “ups and
downs™ as fictional curves, and I thought (and even now I still
think this possible with sufficient empirical material) to infer
mathematically from this an important law of crises. Moore, as I
already said, considers the problem rather impractical, and I have
decided for the time being to give it up,’*

The mathematician Samuel Moore, who was Marx’s adviser in
mathematics, was unfortunately not sufficiently well versed; he was
obviously unacquainted with Fourier analysis, that branch of applied
mathematics which deals with the detection of latent periodicities in
complex oscillatory processes, the foundations of which were already
contained in J. Fourier’s 1822 work, Analytic Theory of Heat.

Since Marx believed, according to Paul Lafargue,t that ‘ascience is
not really developed unti] it has learned to make use of mathematice’,
he advanced the thesis of the possibility, indeed the necessity, of the
application of the mathematical method to research in the social
sciences, in political economy in particular. At the same time this did
not mean the replacement of political economy and its general laws
and methods by mathematics along the lines of the so-called
‘mathematical school’ of vulgar political economy, headed in England
by W. Jevons and in Italy by V. Pareto and others, which had sprung
up in the [18]80s in opposition te the bankrupt ‘historical school” but

* Karl Marx-Friedrich Engels Werke {German edir.ion] » ¥ol.33, Berlin, Dietz, 1966,

p.82. .
T Reminiscences of Marx and Engels, Moscow [1956], p.75. *
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which, like the latter, also argued for a ‘harmony of interests’ of all
classes of capitalist society. Marx made the following observation, in a
letter to Engels on March 6, 1868, regarding one of the representatives
of this school, Macleod: “. . . a puffed-up ass, who 1) puts every banal
tautology into algebraic form and 2) represents it geometrically.’*
Thus, according to Marx, as in any other specialised science so in
political economy, mathematics can be a powerful tool for research

, only within the limits of the validity of the theory of that specialised

science. Therefore, as his acquaintance the Russian jurist and pub-

licist M. M. Kovalevskii wrote,} Marx devoted himself to the study of

mathematics in order to obtain the ability to apply the mathematical
method as well as to examine profoundly the works of the
mathematical school. ,

Marx’s considered judgement on one of the most important prob-
lems of the foundations of geometry, which he expressed in ‘The
Theory of Surplus Value’, the unfinished 4th volume of Capital, in

- connection with a polemic with [Samuel] Bailey, who had incorrectly

used the geometric analogy, may serve as an example of his
philosophical conclusions on the questions of mathematics. Marx

wrote:

‘If a thing is distant from another, the distance is in fact a relation
between the one thing and the other; bur at the same time this
distance is something different from this relation between the two
things. Itis a dimension of space, it is a certain length which may as
well express the distance of two other things besides those com-
pared. But this is not all. When we speak of the distance as a
relation between two things, we presuppose something
“intrinsic”, some “property” of the things themselves, which
enables them to be distant from each other. What is the distance
between the syllable A and the table? The question would be
nonsensical. In speaking of the distance of two things, we speak of
the difference in space. Thus we suppose both of them to be
contained in space, to be points of space. Thus we equalise thern as
being both existences of space, and only after having them
equalised sub specie spatii we distinguish them as different points of
space. To belong to space is their unity.’§

* Karl Marx-Friedrich Engels Sochinemya [Russian edition], Moscow, Vol.32, p.33.
T Reminiscences of Marx and Engels, p.325.

-§ Karl Marx, Theories of Surplus Value: Volume IV of Capital, part ITI, Cohen and

Ryazanskaya, trans., London, Lawrence & Wishart, 1972, p.143. Editors
Ryazauskaya and Dixon note that ‘Marx wrote this paragraph in English’.
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Here Marx, while analysing the process of abstraction by means of
which the geometric concept of ‘distance’ or ‘length’ originates,
focuses attention not only on the materialistic origin of this concept,
the basis of which Hes in the ‘characteristic’ of two comparable
objects, but also on its relative character, on its indissolubleé con-
nection with space, understood as a material, really existing entity.
And zll this was in 1861-1863, during the unbroken predominance in
science of the Newtonian world view, some forty years before the
appearance of the theory of relativity, in which Einstein boldly took to
its logical conclusion the idea that ‘length’ is not simply a superficial
abstract measure of a physical body but an integral characteristic of
the spatial relationship of two bodies.

Marx’s statement on the statistical nature of economic mechanisms
as mechanisms of large-scale processes has an exceptionally great
methodological significance for mathematical statistics. These
mechanisms express the interactions of individual processes in the
laws of probability; they dominate over any variations from the mean.
Marx repeatedly returned to this problem. For example, in the Grun-
drisse of 1857-1858 he wrote, in the chapter on money:

“The value of commeodities as determined by labour time is only
their average value. This average appears as an external abstraction
if it is calculated out as an average figure of an epoch, e.g. a pound
of coffee is one shilling if the average price of coffee is taken over,
let us say, 25 years; but it is very real if it is at the same time
recognised as the driving force and the moving principle of the
oscillations which commodity prices run through during a given
epoch. This reality is not merely of theoretical importance: it forms
the basis of mercantile speculation, whose calculus of probabilities
depends both on the median price averages which figure as the
centre of oscillation, and on the average peaks and average troughs
of oscillation above or below this centre.*

Despite the misconception, current for a long time among the
majority of Marxists working in the field of economic statistics, that
Marx’s statements on stochastic processes apply only to capitalist
economics, a misconception based on the non-dialectical rep-
resentation of the accidental and the necessary as two mutually exclu-

* Karl Marx, Grundrisse: Foundations of the Critigue of Political Ecoriomy, wrans. M.
Nicolaus, Penguin Books, London, p.137.
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sive antitheses, these statements of Marx — to be sure, in a new

- interpretation — have enormous significance for a planned socialist-

economy, in which, since it is a commodity economy, the law of large
numbers never ceases to-operate, .

Hegel’s Science of Logic, especially the second section to the first
book, ‘Quantity’,’ was undoubtedly a philosophical stimulus for
Marx’s mathematical studies. The article ‘Hegel and Mathematics’,
written by the present author together with S.A Yanovskaya,* cites

- in this connection the following words of Engels:

‘I cannot fail to comment on your remarks on the subject of Old
Man Hegel, to whom you do not arttribute a profound
mathematical and scientific education. Hegel knew so much
mathematics that not one of his students was capable of publishing
the numerous mathematical manuscripts left behind after his
death. The only person, so far as I know, sufficiently know-
ledgeable of mathematics and philosophy to perform such a task —
is Marx.’}

In the ‘Philosophical Notebooks’ V.I. Lenin criticised§ the
statements of Hegel on the calculus of infinitesimally small quantities
contained in the chapter ‘Quantiry’, specifically, that “. . . the jus-
tification [for neglecting higher-order infinitesimals — E.K.] has
consisted only in the correctness of the results (““demonstrated on other
grounds™) . . . and.not in the clearness of the subject . . .’, that
‘... a certain inexactitude (conscious) is ignored, nevertheless the
result obtained is not approximate but absolutely exact,” that ‘not-
withstanding this, to demand Rechifertigung ljustification — Trans.]
here is “not as superfluous™ “as to ask in the case of the nose for a
demonstration of the right to use it”.”** V1. Lenin made the following

- remarks: ‘Hegel’s answer is complicated, absirus, etc. etc. It is a

* This edition p.235
t Afterword to 2nd German edition of Capitel

§ V.I. Lenin, Collected Works, Vol.38, Moscow, Foreign Languages Publishing
House, 1963, pp.117-118.

*‘f Note provided by editor of Lenin text: “An allusion to the couplet “The Question of
tl_hght” from Schiller’s satirical poem “The Philosophers™, which may be translated as
ollows: :

‘Leong have I used my nose for a sense of smell,

‘Indeed, what right have I to this, pray tell?’
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question of higher mathematics . . .’ ‘A most detailed consideration of
the differential and integral calculus, with quotations — Newton,
Lagrange, Carnot, Euler, Leibnitz etc., etc. — showing how interes-

ting Hegel found this “vanishing” of infinitely small magnitudes, this-

“intermediate between Being and non-Being”. Without studying
higher mathematics all this is incomprehensible. Characteristic is the
title Carnot: “Refléxions sur la Métaphysique du calcul
infinitésimal”!!!’ .

It is undoubtedly true that Marx, who had written in 1873:

‘The mystification which the dialectic suffered at the hands of
Hegel does not obscure the fact that Hegel first gave a com-
prehensive and conscious representation of its general forms of
motion. It is necessary to stand it on its feet, in order to reveal the
rational kernel beneath the shell of mysu'ﬁcation.’flr _

having already applied his dialectical materialist method which, in his
own words, was not only fundamentally “different from the Hegelian,
but is its direct antithesis’, since for Marx ‘the ideal is nothing other
than the material, perceived in a human head and transformed within
it’,} was extremely tempted to try to discover the secret which seemed
to lie at the basis of differential calculus.

Marx’s studies of mathematics were known from his cor-

respondence with Engels, particularly the letters from Marx to Engels

of January 11, 1858, May 20 1865, July 6, 1863, and August 25, 1879,
the letters from Engels to Marx of August 18, 1881 and November 21,
1882, and Marx’s answer of November 22, 1882. They may also be

-evaluated from references in Engels’s preface to the second volume of

Capital, comments in Engels’s Anti-Drihring, and in his. unfinished
manuscript, The Dialectics of Nature, published for the first time in
1925 in Moscow in the second book of the [Russian-language]
Archives of Marx and Engels. The Karl Marx-Friedrich Engels Insti-
tute, which was founded in 1920, in carrying out the instructions of
V.I. Lenin in his letter of February 2, 1921§ to purchase the man-
uscripts of Marx and Engels located abroad (or photocopies of them),
acquired a great many, including photocopies of Marx’s mathematical
manuscripts preserved in the archive of the German Social-

* Karl Marx-Friedrich Engels, Sochineniva, Vol.23, p.22.
t Ibid. ' ‘
§ Leninskii Sbornik, Moscow, 1942, Vol. 34, pp.401-402, ?
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Democratic Party — 863 closely-written quarter-sheets, apparently
incomplete; the missing pages were later added, however, so that the
entire collection came to a thousand sheets. To work on them the
Institute commissioned the German mathematician E.Gumbel, -
whom R, Mateika and R.S. Bogdan helped to decipher the extremely
difficult text.

In 1927 Gumbel published a report in Letopisi Marksizma on the
manuscripts,* giving a short description of them. He classified ‘the
manuscripts into categories: calculations without any text at all;
extracts from works read by Marx; outlines of his own works; and
finally, finished original works. o

Gumbel correctly noted that Marx’s choice of sources seemed to be
influenced by Hegel, and he presented a (far from complete} list of .
mathematical works which Marx had summarised: 13 authors and 18
titles. Of these works, the oldest in time was the Philosophiae.

Naturalis Principia Mathematica of Newton, 1687, and the most

recent, the textbooks of T.J, Hall and J. W. Hemmings, 1852, They
also included the classical works of d’Alembert, Landen, Lagrange,
MacLaurin, Taylor and two other works of Newton, De Analysi per
Aeguationes Numero Terminorum Infinitas and Analysis per Quantitatum
Series, Fluxiones et Differentias. ‘
The contents of the manuscripts, Gumbel indicated, dealt with
arithmetic (for example, the effect of a discount on the rate of
exchange, the paying off of a bill of exchange, discounts and rebates,
raising to a power and extracting the root of an equation, exercises in
taking the logarithm, agd so forth), geometry (trigonometry, analytic
geometry, conic sections), algebra (the elementary theory of
equations, infinite series, the concept of function, Cardan’s Rule,
progressions, the method of indeterminate coefficients), and dif-
ferential calculus (differentiation, maxima and minima, the Taylor
theorem). He reported that the original works which Marx had com-
pleted would be published in the 16th volume of [the Russian edition
of] the Complete Works of Marx and Engels. '
In 1931, with the appointment of the well-known activist of the
Bolshevik Party V.V. Adoratskii to be director of the Institute, work
on the manuscripts was given a new direction. As head of the Marx
Study Centre at the time, I was acquainted with the transcribed

* E. Gumbel, ‘On the Mathematical Manuscripts of K. Marx’, (in Russian) Letopisi
Marksizma , Moscow, 1927, Vel.3, pp.56-60.
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portion of the manuscripts and with the preparatory work toward.
their publication, and 1 was convinced that E. Gumbel was unable to
appreciate completely either the importance of their publication or
their philosophical and historical-mathematical significance. At my
suggestion the board of directors of the Institure enlisted for the work
on the manuscripts S.A. Yanovskaya, leading a team which was
joined by the mathematicians D.A. Raikov and A.I. Nakhimovskaya.

In London in 1931 the Second International Congress of the His-
tory of Science and Technology took place, at which a Soviet deleg-
ation took part whose members included the author of these lines.

The papers of our delegation came out as a separate book with the title

Science at the Crossroads.* Among the papers included was my own,
entitled: ‘A Brief Report on the Unpublished Works of Karl Marx
pertaining to Mathematics, the Natural Sciences, Technology and
Their Histories’. This report discussed: first, the passages from 27
works of natural science which Marx copied and to which he supplied
commentaries: on mechanics, physics, chemistry, geology, biology,
as well as on electrical technology,, metallurgy, agricultural chemisiry,

and others; second, his works on technolegy (primarily dating to -

1863), treating the history of mills, the history of looms, the problem
of automated production in mechanised factories, the development
from tools to machines and from machines to mechanised factories,
the effect of the mechanisation and rationalisation of production on
the development of the textile industry in England and on the situ-
ation of the proletariat in the period 1815-1863, the changes in the
social system of production ar various stages of technological
development, the interaction between labour’and science, between
city and countryside, and so on; and third — Marx s mathematical
manuscripts. ‘

In Zurich in 1932 there convened an International Congress of
Mathematicians in which a Soviet delegation took part. At the
‘Philosophy and History’ section of the congress I made the report, ‘A
New Foundation of the Differential Calculus by Karl Marx’,} which

% Science at the Crossroads: Papers presented to the Interpational Congress of the
History of Science and Technology held in London from June 29th to July 3rd, 1931,
by the Delegation of the USSR, Kniga Lid., Bush House, Aldwych, London WC2,
1931. Republished in 1971,

t E. Kol’man; ‘A New Foundarion of the Differential Caleuhs’ by Karl Marx’, [in
German], Verhandlungeu des Imternationalen Mathsmanker—Kongresses, Vol 2,
Sektions-Vertrige, Zurich, 1932, pp.349-351.
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discussed one of the works contained in Marx’s manuscripts. It was of
great interest, both for the history of mathematics and for those
dealing with the philosophical problems of the scientific worker, since
it contains a sketch of the historical development of the concept of the
differential and a statement of Marx’s viewpoint on the foundation of
analysis. This work is of the third category of the manuscripts, and
consists of five chapters: 1. The Derivative and the Differential

Coefficient [the at that time so-called ratio, % s 2. The Differential and

Differential Calculus, 3. The Historical Development of Differential
Calculus, 4. The Theorem of Taylor and MacLaurin, 5. A Critique of
Newten’s Method of Quadratures.

The first part of the third chapter, which forms the nucleus of the )
entire work, contains a brief account of the methods of Newton,
Leibnitz, d’Alembert and Lagrange. The second part, which sum-
marises the first, consists of three sections with the following con-
tents: 1. Mystical Differential Calculus, 2. Rational Differential Cal-
culus, 3. Purely Algebraic Differential Calculus. In another fragment
Marx contrasts his own differential method to the methods of
d’Alembert and Lagrange. His method differs from the method of
Lagrange because Marx really differentiates, thanks to which dif-
ferential symbols appear, while Lagrange applies differentiation to the
algebraic binomial expansion.

Itis clear from both fragments that Marx, like Hegel, considered a.ll
efforts to provide a purely formal-logical foundation for analysis
hopeless, just as the attempts-to give, beginning with the graphic
methed, a purely intuitive-visual foundation to it had been naive. He.
set himself the task of providing a foundation for analysis dialec-
tically, relying on the unity of the historical and logical aspects.

Marx demonstrated both that the new differential and integral
calculus came into existence from elementary mathematics, on its own
ground, ‘as a specific type of calculation which already operates
independently on its own ground,” and that ‘the algebraic method
therefore inverts itself inte its exact opposite, the differential
method’. (See p.21 in this edition.) Marx valued highly the work of
Lagrange, but he did not consider him ~as he was usually considered
and as Hegel considered him — a formalist and conventionalist who
introduced the basic concepts of analysis into matheinatics in a purely
superficial and derivative manner. Marx appreciated just the opposite
in Lagrange, namely, that he revealed the connection between algebra
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and analysis, that he showed how analysis develops out of algebra.
“The real and therefore the simplest connection of the new with the
old is discovered as soon as this new reaches its completed form, and
one may say that differential calculus gained this relation through the
theorems of Taylor and MacLaurin.’ (See p.113)

At the same time, however, Marx reproached Lagrange for not
perceiving the dialectical character of this development, for sticking
for too long to the domain of algebra, and for insufficiently
appreciating the general laws and methods proper to analysis, so that
‘in this regard he should only be used as a starting point’. (See
Yanovskaya, 1968, p.417) Thus Marx, like a genuine dialectician,
rejected both the purely analytic reduction of the new to the old
characteristic of the methodology of the mechanistic materialism of
the 18th century, and the purely synthetic introduction of the new
from outside so characteristic of Hegel.

Reports and articles concerning Marx’s mathematical manuscripts
also appeared in 1932 in the journals Za Marksistsko-Leninskoe
Estestvoznanie, Vestnik Kommunisticheskoe Akademii, and Front Nauki
i Tekhmki.* There was a great deal of interest in the manuscripts
among the Soviet, as well as the foreign, learned public. Only in
1933, however, did it become possible, as a result of the work of the
team of scholars mentioned above, to publish the first extracts from
the manuscripts, in the journal Pod Znamenem Marksizma and simul-
taneously in the collection Marksizm i Estestvoznanie, issued on the
50th anniversary of Marx’s death by the Marx-Engels Institute. In
both publications, the extracts from the manuscripts were accom-
panied by the article ‘On the Mathematical Manuscripts of K. Marx’§
by the team leader S.A. Yanovskaya. The published extracts are three

~ works of Marx dating from the [18]70s and the beginning of the
[18]80s. Marx completely finished and prepared to send to Engels the
first two — “The Derivative and the Symbolic Differential Coef-
ficient’ and ‘The Differential and Differential Calculus’. The third

work, ‘A Historical Sketch’, is an unfinished draft. From the latter,

which includes the sections: 1. Mystical Differential Calculus (that is,

* Za Marksis_-tsko—Lenimkae Estestvornanie, 1932, No.5-6, pp.163-168;. Vestnik Kom-
munisticheskoi Akademii, 1932, No0.9-10, pp.136-138; Front Nauki i Tekhntki, 1932,
Ne. 10, pp.65-69.

T The original has 1932, an obvious misprint.

§ Pod mamenem marksizma, 1933, No.l, pp.14-115; Marksizm i estestooznanie, 1933,
pp-136-180. : +
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Newton and Leibnitz), 2. Rational Differential Calculus (that is,
d’Alembert) and 3. Purely Algebraic Differential Calculus (that is,
Lagrange); we introduce here in the team’s translation, section 1, in
order to acquaint the reader with Marx’s exposition. (pp.91-92)

‘1. Mystical Differential Calculus. x, = x+ Ax from the begin-
ning changes into x, = x+ dx or x+ % [Marx uses both the
symbol dx of Leibnitz and the % of Newton — E.K.] where dx is
assumed by metaphysical explanation. First it exists, and then it is
explained.

‘Then, however,y, =y + dy ory, =y + y. From this arbitrary
assumption the consequence follows that in the expansion of the
binomial x+Ax or x+ %, the terms in # and Ax which are
obtained in addition to the first derivative, for instance, must be’
Juggled away in order to obtain the correct result, etc. etc. Since the
real foundation of the differential calculus proceeds from this last
result, namely from the differentials which anticipate and are not

derived but instead are assumed by explanation, then % or% » @5

well, the symbolic differential coefficient, is anticipated by this
explanation.

‘If the increment of x = Ax and the increment of the variable
dependenton it = Ay, then itis self-evident (versteht sich von selbst)

that % represents the ratio of the increments of x and y. This

implies, however, that Ax figures in the denominator, that is the
increase of the independent variable is in the denominator instead
of the numerator, not the reverse; while the final result of the
development of the differential form, namely the differential, is also
given in the very beginning by the assumed differentials.*

‘If I assume the simplest possible (allereinfachste) ratio of the
dependent variable y to the independent variable x, then y = x.
Then I know that dy = dx or y = %. Since, however, I seek the
derivative of the independent [variable] x, which here = %, I
therefore have to divide both sides by x or dx; so that:

&

J -
dx Or:'c 1
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‘I therefore know once and for all that in the symbolic differential

coefficient the increment [of the independent variable] must be

placed in the denominator and not in the numerator.
‘Beginning, however, with functions of x in the second degre.e,
the derivative is found immediately by means of the binomial

theorem [which provides an expansion| where it appears ready-

made (fix und fertig) in the second term combined with dx or x;
that is with the increment of the first degree + the terms to be
juggled away. The sleight of hand (Eskamotage) however, is unwit-
tingly mathematically correct, because it only juggles away errors
of calculation arising from the original sleight of hand in the very
beginning.
' x, = x+Ax is to be changed to
X, =x+dx or x+x%,

whence this differential binomial may then be treated as are the
usual binomials, which from the technical standpoint would be
very convenient, ‘

“The only question which still could be raised: why the mys-
terious suppression of the terms standing in the way? That
specifically assumes that one knows they stand in the way md do
not truly belong to the derivative.

“The answer is very simple: this is found purely by experiment.
Not only have the true derivatives been known for a long time,
both of many more complicated functions of x as well as of their
analytic forms as equations of curves, etc., but they have also been
discovered by means of the most decisive experiment possible,
namely by the treatment of the simplest algebraic function of
second degree, e.g.:

. y =x?
y+dy = (x+ dx)? = x?+ 2xdx + dx?,
Yy = (x4 5?2 =224 Hi+ &2,

‘If we subtract the original function, x*(y = x2) from both sides,
then: :

dy = 2xdx + dx?
o= i+ ik .
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I suppress the last terms on both [r'ight} sides; then:

dy = 2xdx ,9 = 2%,

and further
dy _
dx_h’
or _
Y=oy,
X

‘We know, however, that the first term out of (x + a)? is x2; the
second 2xa; if I divide this expression by a, as above 2xdx by dx or
2x% by %, we then obtain 2x as the first derivative of x2, namely the
increase in x, which the binomial has added to x2. Therefore the )
dx? or %% had to be suppressed in order to find the derivative;
completely neglecting the fact that nothing could begin with dx? or
%X in themselves.

‘In the experimental method, therefore, one comes — right at
the second step — necessarily to the insight that dx2 or %% has to be
juggled away, not only to obtain the true result but any result at all.

‘Secondly, however, we had in

2xdx + dx? or 2xx% + xx

the true mathematical expression (second and third terms) of the
binomial (x + dx)* or (x + %)2. That this mathematically correct
result rests on the mathematically basically false assumption that
X;— x = Ax is from the beginning x, — x = dx or %, was not
known. '

- ‘In other words, instead of using sleight of hand, one obtained
the same result by means of an algebraic operation of the simplest
kind and presented it to the mathematical world.

‘Therefore, mathematicians (man . . . selbst) really believed in
the mysterious character of the newly-discovered means of cal-
culation which led to the correct (and, particularly in the geometric
application, surprising) results by means of a positively false
mathematical procedure. In this manner they became themselves
mystified, rated the new discovery all the more highly, enraged all
the more greatly the crowd of old orthodox mathematicians, and
elicited the shrieks of hostility which echoed even in the world of
non-specialists and which were necessary for the blazing of this
new path,’
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In an analogous manner Marx critically analysed both the method.
of d’ Alembert as well as that of Lagrange and, as already mentioned,
opposed all three methods with his own. It consists of first forming,
for y = f{x), the ‘preliminary derivative’,

_fxd— Kx)

P(x1,x) Py
which is assumed to be continuous at x,— x and whose value at x, =
x is equal to fx). In the case of the power function y = x®, the ratio
(x3— x®)/(x,— x) is transformed into the polynomial
x4 xx2+ ...+ x™ %, + x™1, which for x, = gives f(x) =
nx™!, Marx then introduces the symbolic representation of this pro-

cess, by which the ‘preliminary derivative’ %i’ isreduced tof{x) = ==

where the symbolic differential coefficient % has an immediate

meaning only as a unit (and not as the two partial quantities dy and
dx). However, notes Marx, since the equality

dy = f(x)dx ™

is mathematically correct and is not reduced to the tautology
0=0

it therefore is an operaiive formula [emphasis in original — Trans.],

apphcable to comphcated functions, making it possible to reduce an

entire differentiation of its constituent functions. In this way, he

points out, we obtain the dialectical reversal of the method: we now
proceed not only from the real mathematical process of the formation

of the derivative to its symbolic expression, but rather on the con-

trary, operating on the symbolic formula (*) and forming the ratio %

we arrive at the expression of the derivative of the function. Con-
sequently Marx, having not only discovered that the differential is the
major linear portion of the increment but is also an operative symbol,
proceeded along a path which we today would call aigorithmic, in the
sense that it consists of a search for an exact instruction for the
solution, by means of a finite number of steps, of a certain class of
problems. He was on a path which has been the fundamental path of
the development of mathematics. Thanks to the dialectical materialist
method which in his hands was a powerful, effective tool of research,
Marx was able, without being a mathematician, to reveal the property
of the differentia] used as an operational symbol, thus anticipating, as
the Soviet mathematician V.I. Glivenko has shown, the idea of the
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eminent French mathematician G. Hadamard, enunciated in 1911 in
connection with the application of this concept of functional analysis *

Despite the philosophical and historical significance of the foun- .
dation of differential calculus provided by Marz, it did not enter into
mathematics, which developed another path unknown to him. The
sources which he studied (and their number was significantly greater
than Gumbel reported in his article, which did not mention even those
textbooks of analysis, such as those of J.-L. Boucharlat and J. Hind,
which Marx outlined in detail) made no mention of the works of A.
Cauchy (Cours d’analyse and Résumé des legons' sur le calcul
infinitésimal) in which in 1821-1823 he developed the theory of limits,
a theory which, although it contained shortcomings which were later
(1880) cleared up by K. Weierstrass, nonetheless incorporated a great
deal of rigour and rendered the foundation proposed by Marx
superfluous, although it did not diminish its historical and
philosophical value, Marx did not know and could not have known of
the work of the outstanding logician, mathematician and philosopher
of Prague, B. Bolzano, who in 1816-1817 defined the concepts of
limit, continuity, the convergence of series, and others - concepts
which laid the basis of present-day analysis — since these works as
well as others of 1830-1848 which contained the beginnings of set
theory and the theory of real numbers remained unknown for a long -
time. Only a hundred years later did they become the property of
mathematicians. Narurally, Marx did not consider, therefore, the
problems of continuity, the differentiability of functions, the axiomat-
isation of analysis, and so on.

The value of Marx’s mathematical manuscripts, however, is by no
means restricted to his method providing a foundation for differential
calculus and his critique of preceding methods. The complete sig-
nificance of the manuscripts was only revealed when they were all
deciphered and scientfically systematised. Beginning with 1932 and
with the publication in 1933 of the three works mentioned from the
deciphered manuscripts (which Gumbel had not given the attention
they deserved), the Swedish mathematician Wildhaber first began
working on behalf of the Marx-Engels Institute. Work on the man-
uscripts was resumed in the 1950s, and somewhat later (1960-1962)
G.F. Rybkin became interested. All this work — deciphering, trans-
lation, research, and compilation of sources — was condacted under
the leadership of S.A. Yanovskaya, who, despite an extraordinary

* V.1 Glivenko, “The Concept of the Differential in Marx and Hadamard’ (in Russian
Pod Znamenem Marksizma, 1934, No.5, pp.79-85. -
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load of teaching and preparing graduate students, despite a painful

illness, gave the enterprise all of her energy and her enormous know-
ledge of the history of mathematics and its philosophical problems,
transforming it into her life’s work. S.A. Yanovskaya’s commentaries
on the manuscripts (both the one cited above and those contained in
the volume prepared by the Institute of Marxism-Leninism of the
Central Committee of the CPSU) by themselves constitute an impor-
tant scientific work. One of her many students, K.A. Rybnikov,
performed significant work in the preparation of the manuscripts for
publication (in particular, the difficult research and collation of sour-
ces). The volume was prepared for publication by the historian O.K.
Senekina, member of the Institute of Marxism-Leninism, and the
mathematician A.Z. Rybkin, editor of the Nauka press. |

As a result of all this work lasting many years (S.A. Yanovskaya
laboured on the manuscripts until her death in October 1966) ,a book
has appeared which contains Marx’s ideas on a series of the most
important problems in the history of mathematics as 2 whole and of its
individual concepts, as well as on their epistemological [original:
‘gnoseological’ — Trans.] significance, ideas which, despite the
head-spinning pace of the development of mathematics in the *80s of
the last century — among which and in particular including its
logical-philosophical basis — have not lost their contemporaneity in
the slightest. For historians of mathematics and for philosophers
working with the philosophical problems of mathematics, Marx’s
views will serve as a guide — not in the form of a quotation, every
letter of which is followed as if counting out an emergency ration, but
rather in the form of a matchless examnple of creative, concrete appli-
cation of dialectical thinking. _

In addition, the mathematical manuscripts of Marx once again
confirm the truth of the words Engels spoke at the graveside of his
great friend. Speaking of Marx as the scientist who had discovered the
law of the development of human history and the law of motion of
capitalist production, Engels said: “Two such discoveries would be
enough for one lifetime. Happy the man to whom it is granted to make
even one such discovery. But in every single field which Marx inves-
tigated — and he investigated very many fields, none of them super-
ficially — in every field, even in that of mathematics, he made
independent discoveries.’*

* Quoted from Marx-Engels Selected Works, Volume Two, p.153-154, Foreign Lan-
guage Publishing House, Moscow. The speech was re-translated into English from the
only written version, in the German-language Sozigldemokrar, Zurich » March 22 1§83,
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' HEGEL AND MATHEMATICS

by Ernst Kol’man and Sonia Yanovskaya
From Unier dem Banner des Marxismus

The enormous interest shown in the study of Hegel by science in the
Soviet Union is best justified in Lenin’s philosophical legacy:

‘Modern natural scientists (if they know how to seek, and if we
learn to help them) will find in the Hegelian dialectics materialis-
tically interpreted a series of answers to the philosophical problems
which are being raised by the revolution in natural science and
which make the intellectual admirers of bourgeois fashion
“stumble™ into reaction.’

If materialism wishes to be militant materialism, it must set itself
such a task and work systematically at solving it, otherwise

‘eminent natural scientists will as often as hitherto be helpless in
making their philosophical deductions and generalisations. For
natural science is progressing so fast and is undergoing such a
profound revolutionary upheaval in all spheres that it cannot pos-
sibly dispense with philosophical deductions.” (‘On the Sig-
nificance of Militant Materialism®)

Science and mathematics in the Soviet Union are uninterruptedly
engaged in strengthening and extending their philosophical foun-
dations with the help of the study of Hegel’s dialectics from the
materialist point of view, in order to continue their struggle against
the pressure of bourgeoiss ideas and against the attempted restoration
of the bourgeois world outlook as successfully and aggressively as it
has so far. '

What comes under consideration for the purposes of methematics,
besides various passages from the various works and from the Marx-
Engels correspondence, and particularly Anti-Dikring and The
Dialectics of Nature and Lenin’s philosophicel works, is also Marx’s

235



236 MATHEMATICAL MANUSCRIPTS

previously unpublished manuscripts, of which the Marx-Engels Insti-

tute in Moscow possesses 865 closely-written quarto sheets in photo-

copy- Part of this work, mainly concerning the nature of dif-
ferentiation and Taylor’s Theorem, has already been deciphered.

How does the materialist dialectic assess the role of the Hegelian
philosophy of mathematics? Marxism-Leninism proceeds from the
principle that: '

“The mystification that the dialectic suffers in Hegel’s hands in
no way prevents him from being the first to present its general form
of working in an all-embracing and conscious way. With him it
stands on its head. One must turn it right side up again in order to
discover the rational kernel within the mystical shell.” {Marx,
-Afterword to the Second Edition of Capital, 1873.)

He therefore, of course, also considered Hegel’s philosophy of
mathematics from the point of view of a criticism that distinguishes,
which knew how to separate the postive kernel of the material and its
faithfil translation and transformation from the negative shell of the

mystically-distorted ideal. Thus we see the positive and the negative

woven together in Hegel’s philosophy of mathematics and we pose
ourselves the task of freeing the materialist kernel from the idealist
shell.

The atritude of the founders of Marxism to Hegel’s mathemanca]
views can be seen from the following quotation from Engels:

‘I cannot pass over without a comment on old Hegel, who they
say had no profound mathematical scientific education. Hegel
knew so much about mathematics that none of his pupils wereina
position to publish the numerous mathematical manuscripts
among his papers. The only man to my knowledge to understand
enough about mathematics and philosophy to be able to do that is
Marx.” (Engels, Letter to A: Lange, March 29, 1865)

We dialectical materialists see the merit of Hegelian philosophy in
the field of mathematics in the fact that Hegel:
1. was thefirst to brilliantly guess the objective genesis of quantity as
a result of the dialectic of guality;
2. correctly determined the subject matter of mathematics and cor-
respondingly also its role in the system .of sciences and gave an
essentially materialistic definition of mathematics which smashes

i R
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apart the framework of the bourgeois world-outlook with its charac-
teristic quantity fetishism (Kant and pan-mathematicism); |

3. recognised that the field of differential and integral calculus is no
longer a merely quantitative field, but that it already contains qual-
itative moments and traits which are characteristic of the concrete
concept (unity of internally contradictory moments); and that con-
sequently

4. any attempt to reduce infinitesimal calculus rto elementary
mathematics, to annihilate the qualitative leap between the two, must
from the outset be regarded as ill-fated;

5. mathematics, from its own resources, without the assistance of
theoretical philosophical thought, is not in a position to justify the
methods which it itself already uses; )
6. the origin of differential calculus was determined, not by the
requirements of the self-development of mathematics, but its source
and foundation are to be found in the requirements of pracnce
{materialist kernel!);

7. the method of differential calculus represents an analogue of cer-
tain natural processes and therefore cannot be grasped out of itself but
only out of the essence of that field where th.lS method finds its
application.

The weaknesses, mistakes and errors of Hegel's view of
mathematics, which follow with iron necessity from his idealistic
system, rest, from the dialectical materialist point of view, on the fact
that:

1. Hegel believes that the method of differential calculus as a
whole is a method alien to mathematics, so that within mathematics
no transition can be created between elementary and higher
mathematics; consequently however the concepts and methods of the
latter can only be brought into mathematics in an external and arbit-
rary manner, through external reflection, and do not arise through
dialectical development as a unity of the identity and difference of the
new and the old; '

2. he thinks that such a transition is only conceivable outside of
mathematics in his philosophical system, whereas by and large he is
forced to carry the true dialectics of the development of mathematics
over to his philosophical system;

3. he often does this however in a distorting and mystifying way, and
in doing so replaces the then still unknown real relations with ideal,
fantastical relations and thus creates an apparent selution where he
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should have sharply posed an unsolved problem, and subjects himself
to the task of proving and defending that in the mathematics of his
day, which was often simply wrong;

4. he considered the factual develoment of mathematics to be a
reflection of the development of the logical categories, of these
moments of the self-development of the idea, and denied the pos-
sibility of constructing a mathematics which would consciously apply
the dialectical method and would therefore be able to discover the true
dialectic of the development of its own concepts and methods and not
simply take the qualitative and contradictory moments into itself
through external reflection;

5. correspondingly he is not only not in a position to pose the task of
reconstructing mathematics through the method of dialectial logic,
but he is forced to jog along behind the mathematics of his day despite
his correct criticism of its basic concepts and methods;

6. he prefers Lagrange’s proof of infinitesimal calculus not because it
uncovers the real relationships between the mathematics of the finite
(algebra) and of the infinite (analysis) but because Lagrange brings
the differential quotient into mathematics in a purely external and

arbitrary way, whereby Hegel conforms to the usual shallow interpre- -

tation of Lagrange;

7. he denies the possibility of a dialectical mathematics and in hlS
efforts to diminish the significance of mathematics excessively, more
than it deserves, he totally denies the qualitative (dialectical) moments
in elementary mathematics (arithmetic). However, as their presence
was obvious to a dialectician like Hegel, while he drove them out at
one point (in the chapter on Quannty’) he had to create them at
another (‘Measure’).

Hegel’s merit in correctly recognising the subject matter of
mathematics deserves to stand high in our estimation, particularly in
view of the fact that even today this question causes the greatest
difficulties in' the most varied idealistic and eclectic philosophical
trends because they reflect material reality in a distorted way.

'Thus the intuitionists (Weyl, Brouwer), following Kant, take the
* view that pure ¢ priori intuition forms the subject matter of
mathematics, while the logicists, who since Leibnitz take mathematics
to be part of logic, see in axioms and theorems the laws of reason. The
formalists, like Hilbert, deny the existence of a particular subject
matter of mathematics at all, holding the latter to be a mere ¢ollection
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of rules that permit us to form various combinations and trans-
formations. The mechanistic empiricists, who classify mathematics as
part of physics and deny its specific nature, think that its subject
matter is physical space and physical time. Others, like Mach, seek its
subject matter in psychology, etc.

However, all these definitions lead to deﬁculues that none of these
philosophical systems is able to overcome. As we know, the neo-
Kantians (Bieberbach, Nelson) had to face not a few difficulties in
order to reconcile pure g priori contemplation with non-Euclidian
geometry. The logicists (Russell, Frege) were forced to take the view
that mathematics was grammar without subject, object, verb and
predicate, a grammar of the copula ‘and’, ‘or’, ‘if’, etc., in order to
turn it thus into a gigantic tautology incapable of providing any new
knowledge of the subject matter. The mechanistic empiricists were
unable to classify multi-dimensional geometry in their system and
were faced with the choice of recognising a mathematically possible
geometry but excluding the rest from mathematics. The formalists,
who have transformed mathematics into a sort of chess game with
empty symbols, are not in a position to explain its role in technology,

-science and statistics. The conventionalists (Henri Poincaré), who

hold that mathematical concepts and operations are merely con-
venient, mentally economical conventions, thus avoid the question
posed and are unable to make any statement about the development of
these concepts.

Thus none of these phllosophlca.l schools, which all grasp one and

~ only one side of reality, is in a position to understand the link between

mathematics and practice and its laws of development. Hegel alone
gave mathematics a definition such as grasped the essence of the
matter, a definition which, quite independently of Hegel’s views, is
actually profoundly materialist.

According to Hegel mathematics is the science of quantity, i.e. of a
determination of objects which does not describe them as such, in
what makes them specifically different from other objects and from
themselves at another stage in their development, but only from the
side that is external and indifferent towards change.

‘Pure mathematics deals with the space forms and gquantity
relations of the real world — that is with material which is very real
indeed. The fact that this material appears in an extremely abstract
form can only superficially conceal its origin from the external
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world. But in order to make it possible to investigate these forms
and relations in their pure state, it is necessary to separate them
entirely from their content, to put the content aside as irrelevant.’
(Engels, Anti-Diihring, 1878, pp.51-52)

This connection between mathematics and material reality repro-
duces the materialist interpretation of Hegel’s definition of the subject
matter of mathematics. The spatial relationships of our physical space
correspond to the requirements of this definition, and spatial forms
really are, according to Hegel, the subject matter of mathematics,
even though they do not exhaust it, since any relationship that offers
the possibility of various quantitative ‘interpretations’ can become the
subject matter of mathematics. Thus for example the vortices dealt
with by vector analysis can belong just as much to a fluid as to
electrodynamics, which does not mean, however, that these
mathematical vortices are a product of the idea, but that in themselves
they reflect quantitative relations of real i.e. material reality.

Thus Hegel’s definition grasps the actual essence of mathematics,
provides the possibility of grasping its link with material reality and
simultaneously shows the limits of mathematics, its place and role in
the system of sciences which, as a whole and in their development,
reflect objective (material) reality. From the standpoint of this defin-
ition the definitions quoted above can be not merely rejected a limine
(from the threshold) but actually overcome. In each one of
them moments of truth can be recognised, ‘one of the features, sides,
facets of knowledge” which, one-sidedly exaggerated and distended,
develops ‘into an absolite, . divorced from matter, nature,
apotheosised’. (Lenin, ‘On the Question of Dialectics’, Volume 38,

. Collected Works, p.363).

This can be done even though Hegel himself was not able fully to
overcome the one-sidedness of these definitions. For in Hegel there are
to be heard motifs which, often pretty eclectically jumbled, simply
echo not only Leibnitz’s logistics but also Kant’s construction from
the elements of a priori contemplation, indeed even the con-
ventionalist and formalist denial of the objective correctmess of
mathematical statements. Thus he does in fact correctly describe the
abstract, formal essence of the mathematical method, according to
which ‘“first definitions and axioms are set up, to which theorems are
attached, whose proof consists merely in being reduced by the under-
standing to those unproven postulates’. (Hegel, System of Philosophy.)
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- But he himself one-sidedly exagperates the moment of tautology in

mathematics, closing his eyes to the evolution of this method which
leads to the arbitrary and external character of the axioms being
sublated — even though to this day the majority of mathematicians
and philosophers of mathematics do not recognise this — and that in
the development of mathematics the formal-logical moments of

_ understanding are shouldered aside by the dialectical moments.

It is true that Hegel correctly notes the existence of the sensuous
moments in mathematics, but he relies too much on Kant by reducing
the whole content of mathematics like him to abstract sensuous
intuition. For he agrees with Kant that mathematics ‘does not have to

" do with concepts, but with abstract determinations of sensuous

intuitions’, wherein particularly ‘geometry has to do with the sen-
suous, or absiract intuition of space’, which is true to the extent that
the sensuous moment is particularly pronounced precisely in
geometry, but which must not be made absolute even in relation to
geometry. Moreover Hegel himself goes on to concede that even this
science, which only deals with these abstract sensuous perceptions,
‘nevertheless collides in its path, most remarkably, in the end with
incommensurabilities and irrationalities where, if it wishes to proceed
further in determining, it is driven beyond the principle of under-
standing’. (Ibid.) Finally Hegel criticises, and rightly, the ‘sleight of
hand and charlatanry even of Newtonian proofs’ which tried to
present the laws of experience as the results of calculation. He is
completely correct when he claims that by no means every single
member of a mathematical formula, taken by itself, has to have a
concrete significance and that the mathematical correctness of the
result is no guarantee of the real sense (i.e. to which an existence
would correspond) of the result of the calculation. But at the same
time what this amounts to in Hegel is that in mathematical prop-

. ositions in general he denies correctness as such in them themselves,

that he considers mathematics, as do today’s formalists, only from the
aspect of its inner logical consistency, and not of its objective truth,
i.e. only as a calculation, but not as a science which has its own subject

-of research.

Being the science of the abstract determination of quantity,
mathematics can only portray one side of reality. Between it and
physics there is already an essential difference, a node, a transition to
the new quality. For physics already researches matter from the
qualitative, essential side. Its molecules, atoms and electrons are no
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longer indifferent relationships in which mutually differing things can
emerge without changing their quality, but precisely molecules,
atoms and electrons in the wholeness of their particularity, the
specific way they arise and develop. Therefore physics cannot be
reduced to mathematics; the role of mathematics in science is limited.
This standpoint is diametrically opposed to that of Kant, according to
which science is only worthy of the name to the extent “that
mathematics finds a place in it.

By coming out against the fetishisation of quantity, which after all is
only a reflection of the abstract money-trading relations of the
bourgeois order, Hegel in this case actually burst apart the framework
of bourgeois philosophy. However, since he did not base himself on
another class, but was and remained a philosopher of the bourgeoisie,
he could only develop this, in its essence profoundly materialist
standpoint, in an idealist way, and thus to unbridled hypertrophy.
What was materialist in this standpoint of Hegel’s is made particularly
clear by the fact that it is precisely the notorious ‘mathematicisation’
of physics which has rendered the greatest service to idealism in
philosophy and science. Not in vain did the natural philosopher Abel
Rey, who despised materialism, write that ‘the crisis in physics lies in
the conquest of the realm of physics by the mathematical spirit® (Abel
Rey, La Théorie physique chez les physiciens, Paris 1907, quoted in
Lenin, Volume 14, p.309), a crisis in which ‘matter disappears’, only
equations remain (ibid), )

All the same, what had happened in science — the drawing together
of the two sciences of physics and mathematics — was evaluated by
Lenin as a significant success for science. This is in complete harmony
with Hegel if we interpret him materialistically. Hegel it is true did
not recognise the development of concepts in mathematics, since he
did not count mathematics as part of philosophy, i.c. as a science
dealing with ‘concepts’. .

‘One could also conceive the idea of a philosophical mathematics
knowing by Notions, what ordinary mathematics deduces from
hypotheses according to the method of the Understanding. How-
ever, as mathematics is the science of finite determinations of
magnitude which are supposed to remain fixed and valid in their
finitude and not to pass beyond it, mathematics is essentially a
science of the Understandmg, and since it is able to be this in a
perfect manner, it is better that it should maintain this superiority
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over other sciences of the kind, and not allow itself to become
adulterated either by mixing itself with the Notion, which is of a
quite different nature, or by empirical applications.” (Hegel,
Philosophy of Nature, Miller trans., p.38)

But that does not mean that he completely overlooked this
development. No, he merely transferred it from mathematics into his
system of philosophy and here he demanded complete unity of
development.

Between geomertry and mechanics there must be a unity, everythmg
must be linked by a chain of dialectical deduction, by the chain of
development. Even the fact that our space has precisely three dimen-
sions must find its explanation in the unity of development, but this
cannot be achieved with the means of mathematics alone, but, as
Hegel said, with the means of philosophy, as dialectical materialism
maintains with the means of physics. Between physics and
mathematics there is a unity of development and not of reduction, a
unity of identity and difference. For not only the one science but the
other too represents, as we maintain, real i.e. material reality at
different levels of its complexity and development. The geometry of
physical space and mechanics are two such fields, one standing
directly above the other; between the principle of gravitation and the
doctrine of the properties of material time-space there must therefore
be a link, but at the same time a difference too. To discover this link
we must develop geometry further, “physicise’ it, if one may use the
expression.

Einstein could not have developed his theory of relativity had not
geometry progressed in the appropriate direction in which it filled
itself with physical content. Riemann’s differential geometry ‘sub-
lates’ — using this term in Hegel’s sense — Euclidian geometry by
allowing the latter validity only as a moment, by subordinating and
incorporating the geometry of ‘rigid’ unchanging space to and into the
constant curvature of the geometry of a changeable ‘fluid’ space, '
which only remains Euclidian in its infinitely small parts, of a space
where ‘either the reality on which the space is based forms a discrete
multiplicity or the.basis of the measure relations must be sought
outside in forces operating on them to form them’, (ibid, p.284)
where therefore bodies are no longer ‘indifferent’ in their mutual
‘distance’ since the length of the path travelled depends on “history’, It
is not physics that is sublated and subsumed into mathematics, but
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mathematics that is developing and coming closer to physics by taking
into itself more and more qualitative moments of measure. This
development is therefore proceeding completely in the sense of the
materialistically interpreted dialectical method of Hegel; even though
it just as completely contradicts his system, which could not tolerate
dialectics in ‘conceptless’ mathematics.

Thus the successes of the physical theory of relativity are no more to
be linked 1o Hegel’s idealist system than they are to be with the
relativist philosophy, they came into being thanks to the spontaneous
dialectics of the scientific researcher, which involuntarily reflects the
true dialectic of nature. But the failures which Einstein’s physical
theory of relativity is suffering at the moment in its efforts to create an
image of the world that adequately reflects reality and at the same time

does justice to quantum relations, are based on an inability to grasp -

this reality as a unity of continuity and the discrete, on the obstinate
desire to present it as the absolute continuum of ideal thought.

By removing dialectics from nature, from science, and transferring
it to his philosophical system placed above nature, Hegel acts as a true
idealist. For that very reason not only did he deny mathematics the
ability to proceed in a consciously dialectical way but he also, despite
his pronounced objectivism, falls into a purely snb]ecuve position in
mathematics.

“To treat an equation of the powers of its variables as a relation of
the functions developed by potentiation can, in the first place, be
said to be just a matter of choice or a possibility; . . . utikity of such a
transformation has to be indicated by some further purpose or use;
and the sole reason for the transformation was its utility’ (Hegel
Seience of Logic, Miller trans., p.281)

-— he wrote, in a style that we find again in Mach or Poincaré. For
the mathematically infinite, which emerges in mathematics in the
form of the series, the transition of limit, fluxion, differential
quotients, the infinitesimal, etc., is no longer something merely quan-
titative from his standpoint, but already contains a qualitative
moment, so that here mathematics cannot avoid the concept, whereas
the concept is supposed to be something alien to mathematics, some-
thing which ‘is supposed to contradict all its laws, and thus
mathematics can only take it in an ‘arbitrarily lemmatic way’ from a
field alien to mathematics. Hegel correctly states that elementary
mathematics would never have given birth to analysis out of itself,
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-that it was driven to do so by the requirements of ‘application’, i.e. of

practice, technique, science,

When Hegel writes: “The appearance of arbitrariness presented by
the differential calculus in its applications would be clarified simply
by an awareness of the nature of the spheres in which its application is
permissible and of the peculiar need for and condition of this appli-
cation’, (thid., p.284) this materialist kernel is in completely the same
sense as Engels’s following claim concerning the material analogies of
mathematical infinity:

‘As soon, however, as the mathematicians withdraw into their
impregnable fortress of abstraction, so-called pure mathematics,
all these analogies are forgotten, infinity becomes something
totally mysterious, and the manner in which operations are carried
out with it in analysis appears as something absolutely incom-
prehensible, contradicting all experience and all reason.’ (Engels,
Dialectics of Nature, p.271)

But as a result of Hegel’s idealist blinkers he does not notice, and in
his time it was difficult to notice, how by this influence all the
operations and concepts of mathematics came into motion and the
whole mathematical edifice is renewed from the ground up. He
correctly notes the failure of the attempts to assimilate the new
concepts by the means of old ideas, but as a bourgeois philosopher
who only intends to explain the world and not to changeit, he does not
at all pose himself the task of transforming mathematics dialectically.

‘Until the end of the last century, indeed until 1830, natural
scientists could manage pretty well with the old metaphysics,
because real science did not go beyond mechanics — terrestrial and
cosmic. Nevertheless confusion had already been introduced by
‘higher mathematics, which regards the eternal truth of lower
mathematics as a superceded point.of view.’ (fbid,. p.203 [the
words in italics were omitted in the original article — Ed.])

So Engels claims, thus far agreeing with Hegel. But from here on the

.difference starts, because Engels goes on:

‘Here the fixed categories dissolved, mathematics had arrivedon a
terrain where even such simple relations as that of mere abstract

. quantity, bad infinity, assumed a completely dialectical shape and
forced mathematics, against its will and without knowing it, to
become dialectical.” (Ibid.)
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According to Hegel these dialectical moments, which are alien to
the elementary mathematics of constant magnitudes, cannot be adop-
ted by mathematics at all. All the attempts by mathematics to assimi-
late them are in vain, for since mathematics is not a science of
‘concept’, therefore naturally no dialectical development, nc move-
ment of its concepts and operations on its own ground is possible, and
the only possibility that remains open to it is to ‘agree upon a con-
vention’ arbitrarily, according to Lagrange to designate ‘derivatives of
a given primary function’ as the coefficients of a particular member of
the development of Taylor’s series of that function. At best what can
be shown in this is the convenience and suitability of precisely that
and ne other ‘conventon’. )

The great dialectician correctly criticises all the attempts under-
taken in his day to prove analysis, but in doing so he does not draw the
expected conclusion that these attempts failed because they did not
develop analysis dialectically but tried to reduce it to elementary
mathematics. He concludes rather that this is impossible in the field of
mathematics, and that it is only possible in the interior of philosophy
and in his system of categories developing out of one another. While
driving dialectical development out of mathematics in this way and
transferring it to his system of pure categories of logic, he often
subjects it to quite abstruse, sophistic and fantastic mystification. As
an example of this one only needs to read how intensive quantity, after
uniting with its opposite, extensive quantity, goes over to an infinite

" process, and more of the like. Hegel’s artificial, mystical and mys-

tifying transitions confirm in this field too that idealist dialectics,
which aims to develop concepts out of themselves and does not reflect
real relations and transitions, the movement and development of
material reality, becomes fruitless because of its idealist moment; that
there can be no scientific dialectic other than the materialist dialectic.
However, by annihilating the inner dialectic of concept in
mathematics  Hegel - deprives himself of the opportunity of
revolutionising mathematics, at least in. the interior of his
philesophical system, and is forced merely to transfer passively and to
‘prove’, mstead of actively working and transforming, and at the best
to propose a change of name, like for example ‘development function’
instead of ‘derivative’. When Hegel claims that in the interior of his
system of logical categories he has not only proved the possibility but
has alse given the true substantiation of that same mathematical
jnfinite in all its varieties on which all previous attempts to sub-
stantiate analysis had come to grief, in fact he himself is labouring -
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under the same mental images against which he polemicises so shar-
ply. Thus for example he is right when he condemns as unscientific -
and anti-mathematical the method of neglecting infinitesimals of a
higher order on the basis'of their quantitative insignificance and when
he declares thé same method to be permissible on the basis of the
qualitative meaning of these magnitudes. Since the differential is a
quantitative-qualitative relation, in the development

n(n—1)
1.2
the form of sums appears as something external and unessential, from
‘which therefore abstraction must be made. ‘Since what is involved is
not a sum, but arelation, the differential is completely given by the first
term,’ he writes (op.cit, p.265), and thus rescues himself with the same
dodges and bolt-holes of which he completely accuses the creators of

(x + dx)*— x® = nx™dx + Paatl e S

" infinitesimal calculus, whom in fact he follows, at great pains to let in

at the window what he has just thrown out at the door.

Precisely because Hegel, starting from his idealistic standpoint, did
not pose the task and could not pose it of reconstructing mathematics
by means of dialectical logic, but only tried to ‘substantiate’ it in the
interior of his philosophical sytem as it stands, he never achieved even

_ this task, despite a whole number of the most valuable comments, and

had as good as nodirect influence at all on the further development of
mathematics although the larter, as we have already shown, was
spontaneously proceeding precisely along a dialectical path.

What is much more responsible for the fact that Hegel’s dialectic
exerted no influence on the development of science and mathematics
is the bourgeois narrowness that treated him like ‘a dead dog’. This
led to the situation where all that has remained alive from Hegel’s
works is what Marx and Engels as the ideologists of the proletariat
have stood from its head on to its feet from his teachings and have
placed at the service of the proletarian revolution.

By overcoming the idealist dialectic in a materialist way, Marx,
Engels and Lenin were enabled, in contrast to Hegel, to bequeath us
truly scientific theoretical statements, i.e. appropriate to material
reality, to practice, in the field of mathematics too, which serve us as
guidelines for research, scientific prediction and creation. The nodal
points here are formed by the Marxist-Leninist conception of the
sources and powers of development of mathematics, of its essence, the
interconnection and significance of its parts, of what is dialectical in
mathematics itself and of the role that mathematics has to play in

relation to other sciences.
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‘But it is not at all true that in pure mathematics the mind deals
only with its own creations and imaginations. The concepts of
number and figure have not been derived from any source other
than the world of reality. The ten fingers on which men learnt to
count, that is, to perform the first arithmetical operation, are

. anything but a free creation of the mind. Counting requires not
only objects that can be counted, but also the ability to exclude all
properties of the objects considered except their number — and
this ability is the product of a long historical evolution based on
experience. Like the idea of number, so the idea of figure is
borrowed exclusively from the external world, and does not arise in
the mind out of pure thought. There must have been things which
had shape and whose shapes were compared before anyone could
arrive at the idea of figure . . . Like all other sciences, mathematics
arose out of the needs of men: from the measurement of land and
the content of vessels, from the computation of time and from
mechanics. But, as in every department of thought, at a certain
stage of development the laws, which were abstracted from the real
world, became divorced from the real world, and are set up against
it as something independent, as laws coming from outside, to
which the world has to conform. That is how things happened in
society and in the state, and in this way, and not otherwise, pure
mathematics was subsequently applied to the world, although it
borrowed from this same world and represents only one part of its
forms of interconnection — and it is only just because of this that it
can be applied at all.” (Engels, An#i-Diikring, pp.51-52)

And further on:

‘The mystery which even today surrounds the magnitudes
employed in the infinitesimal calculus, the differentials and
infinities of various degree, is the best proof that it is still imagined
that what we are dealing with here are pure “free creations and
imaginations” of the human mind, to which there is nothing
corresponding in the objective world. Yet the contrary is the case.
Nature offers prototypes for all these imaginary magnitudes,’
(Engels, Anti-Diikring, p.436) '

This conception 'nafurally has nothing in common with that of
empiricists such as J.S. Mill, since unlike theirs it does not limit

cognition to induction, but in contrast to the ‘pan-inductionists’ that

Engels laughs at considers the logical as the historical worked over.
Thus mathematical concepts and conformities to law are con-
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sidered not as absolute, unchangeable, eternal truths, but as parts of

the ideological superstructure of human society tied to the latter’s
fate. It thus goes without saying that the main law of social develop-
ment, the law of class struggle, cannot remain without influence on
mathematics. S

“There is a well-known saying that if geometrical axioms affected
human interests attempts would certainly be made to refute them.
Theories of the natural sciences which conflict with the old pre-
judices of theology provoked, and still provoke, the most rabid
opposition.’

This standpoint, which thus has nothing in common with the claim
by Kautsky and Cunow that mathematics and the natural sciences
must be counted completely among the forces of production, which is
the sameas denying the class struggle within them, rejects the division
of sciences into exact — mathematics and the natural sciences — and
not exact — the social sciences.

The class standpoint in mathematics must not, however, be inter-
preted in such a way that all previous mathematics is rejected as a
whole and that in its place a mathematics constructed out of com-
pletely new elements must be set up according to totally new prin-
ciples. We take the position that the development of mathematics is
determined by the developing productive forces (whereby
mathematics itself has a reciprocal effect on the productive forces) and
consequently reflects material reality. However, the productive forces
exert their effect on mathematics by means of the connecting link of
the production relations, which in class society are class relations and
stamp the distorting class impress on mathematics. Thus
mathematics displays a dual nature.

S ‘Iihﬂosophical idealism is only nonsense from the standpoint of
- crude, simple, metaphysical materialism. From the standpoint of
dialectical materialism, on the other hand, philosophical idealism
is a one-sided, exaggerated, wberschwengliches (Dietzgen)
development (inflation, distention) of one of the features, aspects,
facets of knowledge into an absolute, divorced from matter, from
namire, apotheosised . . . Human knowledge is not (or deoes not
follow) a straight line, but a curve which endlessly approximates a
series of circles, a spiral. Any fragment, segment, section of this
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curve can be transformed (transformed one-sidedly) into an inde-
" pendent, complete, straight line, which then (if one does not see
the wood for the trees) leads into the quagmire, into clerical
obscurantism (where it is anchored by the class interests of the
ruling classes). Rectilinearity and one-sidedness, woodenness and
petrification, subjectivism and subjective blindness — voilad the
epistemological roots of idealism. And clerical obscurantism
(philosophical idealism), of course has epistemological roots, it is
not groundless; it is a sterile flower undoubtedly, but a sterile
flower that grows on the living tree of living, fertile, genuine,
powerful, omnipotent, objective, absolute human knowledge.’

{Lenin, ‘On the Question of Dialectics’, Collected Works, Vol.38,

p-363)

Al the less can bourgeois mathematics be simply rejected, but on
the contrary it must be subjected to a reconstruction, since it rep-
resents the material world, albeit one-sidedly and distortedly, never-
theless objectively.

But if mathematics owes its origins to practice, if it reflects real
relations and conditions derived from material reality (albeit in a
completely abstract and distorted form), therefore it must be dialec-

tical. For ‘dialectics, so-called objective dialectics, prevails throngh-

out nature’ (Engels, Dialectics of Nature, p.211), and ‘the dialectics in
our head is only a reflection of real development which takes place in
the realm of pature and of human society and which follows the
dialectical forms’ (Letter to Konrad Schmidt, November 1, 1891).
“This mystical in Hegel himself, because the categories appear as
pre-existing and the dialectics of the real world as their mere reflec-
tion’ (Dialectics of Nature, p.203). And actually as we have already
said, Engels held that higher mathemarics was dialectical since the
introduction of variables by Descartes brought into them at the same
time movement and therefore also dialectics. Hegel correctly noted
that new qualitative and dialectically internally contradictory

moments thus penetrated into mathematics. But he overlocked what

Engels emphasised, that is to say that mathematics itself was thus
forced, although unconsciously and against its will, to becomeé dialec-
tical and that therefore the dialectic of the development of its basic
concepts and methods must be sought within mathematics itself.

" Nevertheless, elementary mathematics, just like formal logic, is not
nonsense, it must reflect something in reality and therefore it must
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_contain certain elements of dialectics. Engels too can actually see it, in

contrast to Hegel.

‘Number is the purest quantitative determination that we know.
Baut it is chock full of qualitative differences . . . 16 is not merely
the sum of 16 ones, it is also the square of four, the fourth power of
two . . . Hence what Hegel says (Quannity, p.237) on the absence of
thought in arithmetic is incorrect.” (Ibid., pp258-259)

Even in elementary algebra and arithmetic he sees a ‘transformation
of one form into the opposite’ which is ‘no idle trifling’ but “one of the
most powerful levers of mathematical science without which today
hardly any of the more difficult calculations are carried out’ (thid.,
p.258)

- Marx however saw, not only in agreement with Hegel, both the
impossibility of all attempts to provide a formal-logical substantiation
of analysis, and also the childishness of trying to make it rest on
sensuous intuition, on the graphic, etc. He not only fought for the
dialectic of mathematics, particularly of analysis, but more than that
he undertook an independent attempt to build up a dialectical foun-
dation based on the unity of the historical and the logical. In doing so
Marx poses himself the task, as we have already mentioned in passing, .
of not reducing analysis to arithmetic, as the logicists, starting with
Weierstrass, later tried to do, which, despite all their achievements in
deepening the way in which mathematical problems are posed, led to
the well-known paradoxes of set theory which destroyed the whole
structure, not only mathematical but also logical, which had been
specially erected for that purpose. Marx tries to show how the essen-
dally new differential and integral calculus grows out of elementary
mathematics itself and out of its own ground, appearing as ‘a specific
type of calculation which already operates independently on its own
ground’, so that ‘the algebraic method therefore inverts itself into its
exact opposite, the differential methed’, and in this way as a leap that
‘flies in the face of all the laws of algebra’. ‘This leap from ordinary
algebra, and besides by means of ordinary algebra , into the algebra of
varigbles . . . is prima facie in contradiction to all the laws of con-
ventional algebra.” (See pp.20-21, p.117, this volume — Ed)

Just like Hegel, Marx is closest to Lagrange in his proof of analysis.
But his conception of Lagrange is fundamentally different from
Hegel’s conception. Hegel conceives Lagrange, as we have already
seen, according to the usual shallow interpretation, so that Lagrange
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appears as a typical formalist and conventionalist introducing the
fundamental concepts of analysis into mathematics in a purely exter-
nal and arbitrary manner. What Marx admires about him, on the
contrary, is the exact opposite; the fact that Lagrange uncovers the
connection between analysis and algebra and that he shows how
analysis grows out of algebra. ‘The real and therefore the simplest
connections between the new and the old’, Marx writes ‘are always
discovered as soon as the new takes on a rounded-out form, and one
can say that differential calculus obtained this relation through the
theorems of Taylor and MacLaurin, It thus fell to Lagrange to be the
first to reduce differential calculus to a strictly algebraic basis.” But at
the same time Lagrange is criticised by Marx for overlooking the
dialectical character of this development and staying too long on the
ground of algebra and disparaging the conformity to law and method
of analysis itself. For that reason ‘he can only be used as a starting
point in that respect’. Thus Marx, the true dialectician, fights on two
fronts here too; against not only the purely analytical reduction of the
new to the old, which was so characteristic of the mechanical
methodology of the 18th century, but also against the purely synthetic

introduction of the new from outside, which is so typical of present-

‘day intuitionists also, which presents the principle of complete
mathematical induction as that which is new, coming from outside,
from intuition and thus obliterates the transition between logic and
mathematics. Here too Marx fights for dialectical unity, for the unity
of analysis and synthesis.

From the dialectical materialist conception of mathematics as a
depiction, although extremely abstract, of the laws of motion of

“material reality, it follows that dialectical materialism has a much

higher estimation of the role of mathematics than Hegel did. Engels
particularly emphasises that ‘a knowledge of mathematics and natural
science is necessary for a conception of nature which is dialectical and
at the same time materialist’, (Anti-Duhring, p.16) although he does
not overlook the difficulties of applying it to the various branches of
knowtedge and particularly emphasises that ‘the differential calculus
for the first time makes it possible for natural science to represent

mathematically processes and not only states’. (Dialectics of Nature,
p.272) ' '

The increasing difficulties offered to the mathematics of com-
plicated forms of motion, piling up in an ascending series in leaps
from mechanics to physics, from physics to chemistry, from there to
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biology and onwards to the social sciences, do not, in the dialectical
materialist conception, entirely block its path, but allow it the pros-
pect of even ‘determining mathematically the main laws of capitalist
economic crisis’ (Marx; Letter to Engels, May 31, 1873).
Dialectical materialism considers the dialectic of concepts as only
the conscious reflection of the dialectical movement of the real world,
and holds this interconnection to be valid, the determination of the
ideal by the material, of theory by practice as the leader in the final
analysis. It therefore follows that the standpoint of dialectical
materialism on the further development of science in general and also
of mathematics is the direct opposite of the standpoint of Hegel.
Whereas Hegel merely tries to substantiate what already exists, itis a
matter here of a transformation, the conscious change, the recon-
struction of science on the basis of the guiding role of practice. This
atdtude, which sharply distinguishes Marxism-Leninism from
Hegel’s philosophy and all other idealist and eclectic world-outlooks,
enables it to see new paths of development in the territory of the
individual sciences and to protect science from stagnation and decay.
Present-day science, the natural science and mathematics of the
capitalist countries, is, just like the whole capitalist economic and
socio-political system, shaken by a crisis unparalleled in both its
extent and its profundity. The crisis of science, which itself serves as

' the best testimony against the widespread but completely unfounded

belief that the natural sciences, like philosophy, are supposedly inde-
pendent of politics, shakes above all at the methodological roots. The
panic and the lack of perspective gripping the minds of the ruling class
in the social field is reflected in science, in the flight of the majority
back to mysticism, while ‘a portion of the bourgeois ideologists who
have raised themselves up to the level of comprehending theoretically
the historical movement as a whole . . . goes. over to the proletariat’
(Marx and Engels, Communist Manifesto), strives to grasp its world
outlook and methodology, dialectical materialism, and to impose it in
science, and naturally feels itself drawn to the science of the victorious
proletarian revolution. The present-day crisis of science is, however,
destroying not only the philosophical justification of science, but the
skeleton of science itself. Not only does it deprive it of material means
and labour power, but it drives its thematics into the blind alley of
perspectivelessness, bringing ever closer the peril that the apparatus
of scientific theory itself will be blunted and will prove unable to solve
the problems of practice. '

"Thus Bertroux (P. Bertroux, L’fdéal Scientifique des
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Mathématiciens, 1920) for example shows the ways in which the
mathematician chooses his themes nowadays, and comes to the dis-
consolate conclusion that the overwhelming majority of the new
mathematical works consists in small improvements and
enlargements to and analogies of older works, that the method of
mathematical research that even Leibnitz complained of, which leads
to a flood of essays and to ‘disgust with science’, lias gained and is
gaining ground, but that no other paths can be recommended to
mathematicians, but that they should continue to rely on ‘the general
tendencies of science in their age’. The origin lies in the separation in
principle of theory from practice peculiar toidealist philosophy, in the
stigma of planlessness borne by the entire capitalist system as a whole.
Only a philosophy which adopts the goal of adequately depicting the
movement of material reality can serve science as a reliable beacon to
preserve it from the deadly separation from practice, from the ‘ever-
green tree of life’. Only the principle of planning, whose introduction
is incompatible with the principle of the private ownership of the
means of production, with the dictatorship of the minority over the
majority, can save science from withering in empty abstractions and,
by unleashing the powers of scientific talent slumbering in the popu-
lar masses, bring it to a new and unimagined bloom.

Science in the Soviet Union, and mathematics as part of it, is strong
for this very reason that it possesses the dialectics of Hegel, materialis-
tically overcome and freed from idealist distortions, and the principles
of socialist planning, which for their part translate into reality the
doctrines of dialectical materialism, as a guideline, and new,
numerically growing imass cadres of the proletarian student body,
bringing forth new scientific powers out of themselves, as bearers.
The carrying out of the Five Year Plan, the electrification of the Soviet
Union, the construction of néw railways, the setting up of giant
metallurgical works, of coal mines, etc., the industrialisation of col-
lective agriculture, the construction of socialist towns, the poly-
technicisation of the schools and the liquidation of elementary and
technical illiteracy, all this ‘poses mathematics a great number of
questions which will be successfully solved in a planned way, with the’
collaboration of all branches »in collective work and guided by the sole
scientific methodology of the materialist dialectic, and will be able to-
have a fruitful effect on the development of mathematical theory.

Thus the philosophy of Hegel'is materialised in both meanings of
the word in the Sovier Union: as to its content,

and as a mass act
through the proletarian dictatorship. As such,

however, it is the

255
ADDITIONAL MATERIAL ,

guarantee, that what is immortal even in Hegel’s mathematical

thoughts, from the private property of a privileged caste of academics,
protected by a mystic veil, will become. the common property of
millions of toilers.



HEGEL, MARX AND THE CALCULUS
by C. Smith
1. Marx’s Mathematical Work

In the preface to the second edition of Ann-Diihring, Engels refer-
red to the mathematical manuscripts that Marx had left, and said that
they were extremely important. But they remained inaccessible for
fifty years, only being published in Russian translation in 1933. In
1968, they were first made available in their original form, in the
Russian edition from which the present volume has been translated.
To this day, very little attention has been paid to them.*

But despite this, Engels’s assessment was right. Marx spent a great
part of the last few years of his life on this work which must be seen,
not as a curiosity of mathematical history, but as a significant con-
tribution to the development of dialectical materialism.

Marx was not a mathematician. In the course of his work on
Capital, he continually strove to overcome his lack of knowledge in
this field, so that he could apply algebraic methods to quantitative
aspects of political economy. But, from 1863, his interest turned
increasingly to the study of infinitesimal calculus, not just as a
mathematical technique, but in relation to its philesophical basis. By
1881, he had prepared some material on this question, and this forms
the greater part of this volume. It is clear that these manuscripts were
pot intended for pubKcation, being aimed at the clarification of Engels
and himself. Not only is the first manuscript marked ‘For the General’
and the second ‘Fiir Fred’, but they are written in that mixture of
German, English and French in which the two men usually com-
municated.

Much ink has been spilled in recent years to try to show that Marx
did not agree with Engels’s work on the natural sciences. These efforts

* See D.J. Struik, “Marx and Mathematics’, Science and Society, 1948, pp.181-196. V.
Ghveuko, Der Differentialbegriff bei Marx und Hadamard’, Um‘.zr dem Banner des Mar-
xismus, 1935, pp.102-110.
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are part of the hostility to the idea of the dialectics of nature and the
general attack on dialectical materialism as a whole. They never had
any basis in the published writings of Marx, or in his correspondence
with Engels. These manuscripts show, apart from anything else, that
Engels’s work was part of a joint project on the part of the two
founders of materialist dialectics.

When we read the letter in which Engels gave his reaction to them,
we get a clue to their real significance.* Engels comments: ‘Old Hegel
guessed quite correctly when hé said that differentation had for its
basic condition that the variables must be raised to different powers,
and at least one of them to at least the second . . . power. * Leaving
aside for the moment the mathematical menmng of this remark, it
directs our attention to the connection of Marx’s work with its point of
origin: Hegel’s Science of Logic , especially the section on Quentitative
Infinity (Miller translation, pp.238-313). Engels knows that this is
what Marx is referring to, without Hegel’s name being mentioned.

It is surprising that the editors of the manuscripts, who have been
so painstaking in following up all Marx’s mathematical references,
should have ignored this quite unmistakable connection. While the
conclusions of Hegel and Marx reflect the conflict between idealism
and materialism, of course, they discuss the same issues and refer to
many of the same authors.t It is worth noting that, while Hegel often
stresses his opinion that mathematical forms are quite inadequate for
the expression of philosophical ideas, he nonetheless spends about
one-eighth of the Science of Logic on the question of mathematics,
most of this in relation to calculus. Marx, on the other hand, never
echoes Hegel’s deprecatory attitude to mathematics.

2. The Crisis of Infinity

In the course of 2,500 years, mathematics has undergone a number

_ of profound crises, all of which may be traced to the question of the

infinite. Greek mathematics ran into this trouble in the 5th century
BC, from two directions. The first was when Zeno produced his

_famous paradoxes.§ Apparently his aim was to justify the contention

* Engels o Marx August 10, 1881. See page xxvii-xxx for a translation of this letter
and two other items from the Marx-Engels correspondence.

fPerhnpstsrcfmmNmonsPrmapmme m by th
His references to John Landen certainly were. PI'O predby os.eofHeg?.l

§ See Lenin, Collected Works, Vol.38, pp.256-260.
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of his master Parmenides, that Being is one and unchanging, by
showing that multiplicity and motion led to contradiction, and were
therefore mere appearance. : L
All four of Zeno’s paradoxes — ‘Achilles and the Tortoise’, “The
Arrow’, ‘The Dichotomy’ and ‘The Stadium’ — turn on the problems
of the infinitely small magnitude and the 'ini?.mtely 'large'numbc?r.
They demonstrate that movement is contradiction, as is the indefinite
ivisibility of space and time. _
¢ Soon a?t(er. thsf;were launched on the academic world, it was shaken.
by a second bombshell. The followers of Pythagoras believed that
number — and that meant the set of integers 1,2, 3 . . . — was the
fundamental basis of all Being. But the geometrical theorem named
after their leader showed that the lengths of certain lines, for example
the diagonal of a square exactly one unit in size, could !JOI be meas_u.red
in terms of integers. Today we would say that /2 is not a rational
number. They tried to keep this scandal a secret, but the tembk news
got out.

It is easy to see that this trouble also springs from the infinite, ifyou

try to write down as a decimal the number whose square is exactly 2.
Greek mathematics evaded the question of infinity ﬁ:om then on, by
restricting its attention to the relations between lines, areas and
volumes, without ever attempting to reach a general conception of
Tt was partly in response to these problem_s of mﬁ.mte d1mbﬁ1ty
that the Ionian philosophers — Europe’s first physicists — deyreloped
their conception of the atoms, indivisible pieces of matter constan'tly
moving in the void. This concept, revived after .2,000 years, bwame
the foundation for the mechanistic science of Galileo and Newton. As
we shall see, this attempt to avoid the contradictions of the mﬁn_ne!y
divisible continuum could achieve its great successes only within
definite limits. ] ) '
Mathematics from the time of the Renaissance mcreasmgly fougd:
itself facing the question of movement, and this confro_zntanon led in
the seventeenth century to the emergence of the algebraic geometry of
Descartes and of the calculus.* Movement meant t.hat the-movmg
object had to pass through ‘every point’ of a continuous interval:

.. " . s [bg
* Bovyer. History of Calculus, is still the best account. B_RIO.P, The Origins of ;
Calculus, bl s an e period before Newton and Leibnitz. For a useful brief
account, see Struik, A Concise History of Mathemarics. -~ . _

ADDITIONAL MATERIAL 259

Science would not escape the problem of sub-dividing the interval
‘indefinitely’ into ‘infinitely small’ pieces. Up to the time Hegel was
writing (1813), mathematicians freely operated with such objects,
adding them up as if they were ordinary numbers. Sometimes they
obtained results which were correct and useful, and sometimes the
obtained nonsense in algebra. ‘
Newton had to express in mathematical form the concept of instan-
taneous velocity. If an object is moving with uniform speed, this is
easy: simply divide the distance travelled by the time it took to cover
it. But what can be said about an object which is speeding up or
slowing down? We must find the gverage speed over some time
interval, and then consider smaller and smaller intervals. But to
obtain the velocity ‘at an instant’ would entail dividing “an infinitely
smail distance’ by an ‘infinitely small’ time. It would be the ‘rado of
vanishing magnitudes’. :
Earlier writers, notably Galileo’s pupil Cavalieri, had written of
‘indivisibles’, objects without length, which, when taken in infinite
number, somehow made up a finjte length. Newton refused to take
this way out. The numerator and denominator of this ratio had to be
‘vanishing divisibles’. The distance travelled, say x, he called a
‘fluent’, while its rate of change or instantaneous velocity he called its
‘fluxion’, denoted %. A ‘moment’ of time ? he denoted ‘0> — not to be
confused with 0 — so that the distance travelled during this moment
was Xo. The ¥ was the ‘ultimate ratio’ between them which, he said,
had to be understood ‘not as the ratio before they vanish or after-
wards, but with which they vanish’. Only then could their powers —
squares, cubes, etc. — be taken as zero, or ‘neglected’. Both Newton
and Leibnitz who originated the differential calculus independently at
the same period, struggled to explain what this meant. Leibnitz
invented the now standard notation ‘dx’, “d¢’ for his ‘differentials’,

whose ratio was the “differential quoﬁent’% .No wonder that Bishop
Berkeley made the most of this obscurity — Marx was to call it
‘mysticism’ -— to ridicule the Newtonians. He called their ‘vanishing
quantities’ “the ghosts of departed quantities’ and asked how anyone
who accepted such things could object to the mysteries of religion.*

* The full title of Berkeley’s 1734 polemic, directad against Newton's follower Halley,
isTheAmlys!saraDﬁcchddrmd:omIsﬁddMﬂthmaﬁdm. Wherein it is
m&ndmhﬁnﬁcabjmpﬁndﬂamdhfnmofmadmandymmmé}ﬁnab
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Of course, as an Englishman, Newton could get round the prob-
lem: ‘everyone knew’ that things moved and possessed a ve:Ioc:ty at
each instant of time. The contradictions of motion cc?uld be 1gnore:d.
This has been described as ‘empirical dogmatism’, in contrast with

‘metaphysical dogmatism’ of Leibnitz. ' : ‘
l:h?l'hrmlgl;;ojlllt the eighteenth century the difficulty remained.
Mathematics developed in leaps and bounds, but the ca‘refu_l and
rigorous argumentation of the Greeks was thrown to thrf winds. The
phrase of d’Alembert summed up the attitude 9f the time: allez en
avant et la foi vous viendra (go ahead and faith will come). As great a
mathematician as Euler can find himself trying'to base the calcglus on
the multiplication and division of zeroes of different orders.

3. Hegel and the Infinite

This is still the siation when Hegel takes up the issue. He con-
demns Leibnitz in paiticular for founding the calculus in a manner
which was as ‘non-mathematical as it is non-philosophical’ (op.cit.,
p.793).1 His aim in discussing the subject is, he says, ‘to de.monstrate
that the infinitely small . . . does not have merely the negative, empty
meaning of a non-finite, non-given magnitude . . . but on the con-
trary has the specific meaning of the qua.litativ_e nature of what is
quantitative, of a moment of a ratio as such’. (op.cit. , p.267) Tq see the
significance of this, we must examine the part played by .the 1c-leas of
‘finite’ and “infinite’ in Hegel’s work, as against the meaning given to
them by Kant in particular. .

For Kant, as for all bourgeois philosophy befor_e H‘eg.el, thought is
the activity of individual human beings, limited in their knowledge
and power of understanding by their own perspflal egpenencef. Tha;se
“finite beings’ cannot know things as they are ‘in th?mselves , OF t_he
interconnections between separate things. We come into contact with

unlimitedness, freedom, infinity, only when we obey the moral law,

and even this refers only to intention , not to the actual consequences of

] evidently deduced than refigious mysteries and points of faitk. ‘First Cest
mﬁgﬂh’m‘?ﬂwy Eye; and Then Shalt Thou See Clearly to Cast the Mote Out of
Thy Brothe's Eye’.

* E_T. Bell, in The Development of Mathematics, p.284, refers to “The Golden Age of
Nothing’. See Appendix III for a discussion of. Euler's work.

4 See also Lenin, op.cit.,, p.209.

&
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the actions of finite beings. The infinite is and must always remain
unattainable, never actualised. . .

‘Hegel spent his entire life fighting against this conception and
exposing its implications, and this with a passion with which he is
rarely credited. For him, the finite things we find in the world are
united with the infinite, and the limited consciousness of individual
people are elements of infinite Mind or Spirit. He condemned those
subjective ways of thought which saw the world as just a collection of
finite things, cut off from each other and from their totality.

Such an outlook could only look upon the infinite as the ‘non-
finite’, beyond our reach. This ‘bad’ or ‘spurious’ infinite was ‘what
‘ought to be and is not’, just the wearisome repetition of one finite
thing after another, followed by an empty ‘and so on’. Instead of
all-sided necessity, subjectivism only sees the endless chain of cause

- and effect, and in place of the unlimited development of the human

Spirit it knows only the separate experiences of isolated human
atoms (op.cit., pp.109-156).% - '

Spinoza had denied the scholastic ‘infinitum actu non dater’ — ‘there
is no actual infinity’. He saw that to determine something, to set a
boundary around it, was to negate everything else, and so to point
beyond the boundary. Hegel applauded this but went a huge step
further. The unity of the finite and the infinite was not something
fixed, ‘inert’, but contained ‘the negative unity of the self, i.e. sub-
jectivity’. What Hegel calls ‘Being-for-self’ is the negation of the
infinite back into the finite, thus the negation of negation, making the
finite a part of the ‘mutual determinant connection of the whole’.
Hegel saw this as the basis of idealism, ‘the fundamental notion of
philosophy’. The isolated finite thing ‘has no veritable being’; the
negative element which lies at its heart is ‘the source of all movement
and self-movement’.} o

Hegel develops this concej;tion of the finite and the infinite in the

* course of his examination of Quality, ‘the character or mode’ of Being.

He tries to show how ‘Being-for-self suppresses itself. The qualitative
character, which is the One or unit has reached the extreme point of its
characterisation, has thus passed over into determinateness (quality)
suppressed, i.e. into Being as Quantity,’ In analysing Quantity, mag-

“" Also Phenomenology of Spiniz, Miller translation, pp.143-145; Encyclopaedia, Sec-
tions 93-95, )

T Encyclopaedia, end of Sections 95. Also Lenin, op.cit., pp.108-119
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i erminate quantity) and quantum (how much), he is con-
Ele:'un(:f:l S:::h ‘an intc‘l:ig'erenttzl)' external character or'.m?dé, of su'::'h‘(a1
kind that a thing remains what it is, though its quantity is alteredl, 3;1)
the thing becomes greater or less’. (Emyclopaeﬁa,_secuons 104—ber 2

Common sense, of course, is happy to take_ th.e 1de§ ot: nf.lm‘ or
granted. Hegel shows that it contains contradiction within 1t: Eve;ly-
body knows’ that quantum can be alte.red._ But, says Hegel, ‘not o by
can it transcend every quantitative determinateness, not only can it be
altered, but it is posited that it must _alter o 'Ijhus.qua:.ntum mﬁs
itself beyond itself . . . The limit which again arises in this beyc:ln i ;

therefore, one which simply sublat(e; ‘1tself jfgfaj:gi :m; l;;)src)m o

imit, and so on 1o infinity’. (Science o ic, p.225 )
ﬁultr?:;eh‘gm;& mﬁmty’ of the alternation of a parucular quality a.md its

negation, we at least have the interest of the difference betw.ee-lt::l its t'::l
terms. But in the endless sequence of quanta, each term is 1 c:n;hi
with its successor, determinateness having been_ supl.)mssed. 5
Quantitative Infinite Progression moves towards mﬁmty, bur never
gets any closer to it, says Hegel, *for the. diiiferel?ce betw?en quant:mn;
and its infinity is essentially not a quantitative difference’. Itis in
connection that Hegel discusses the cg]culus. : ¢

Hegel is deeply dissatisfied with the vagueness (‘:i | dc
mathematicians about differentiation. Are the differentials y:hx
finite quantities, which can be divided into each othe.r? Or are they
zero? In that case their ratio would have no ‘mean.mf‘— orfrany
meaning you like to give it. But dy or dx arenot ‘quanta’: a;:lart‘ e;ltn
their relation they are pure nullities’. The mathematicians ha L tri :

treat them as in ‘an intermediate state xE betv?een being ﬂ;ﬂ
nothing’, but this cannot exist. For ‘the unity of being and no thg

... is not a state . . . on the contrary, this mean an’d unity, the
vanishing or equally the becoming is alone their truth’. (Science of
Logic, pp.253-254)

4. Marx and Engels on the Infinite

' I's detailed examination of the calculus is ot at. all a
digsr;Is-iI:ﬁflbut an investigation of the way scielsnce am.i phxlosoljzhyMt;:
dealt with questions which lay at the very basis ,of: his (-)utlmf . i
and Engels, as materialists, did not accept Hegel’s idealism, of ::ourtstli .
But in their negation of Hegel’s system, they based themselvts O'l:h i
same view of the relation between the finite and the infinite, with Its
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profoundly revolutionary implications. Where Hegel saw “Spirit’ as
the ‘infinite Idea’, Marx grasped the infinite experience of humanity
as the highest form of the infinite movement of matter. The develop-
ment of human powers of production meant the continual penetration
of this movement in all its continvally-changing forms and inter-
connections, :

The knowledge of each individual man or woman is limited, as is
the knowledge of the entire race at any particular time. But in the

- struggle against pature, each finite person expresses in himself the

unlimited potential of mankind to master nature, and through this the
all-sided movement of matter of which he is a part. ,

That is why the positivist and the empiricist, who know only their
own ‘experience’, face the for them insoluble ‘problem of induction’.
Since they can never live long enough to ‘experience’ the infinite —
count it, or measure it, or classify it — they must deny its actuality.
Consequently, they can never grasp the essential universality of a law,
and are walled off from universal movement and all-sided inter-
connection. '

Engels put the matter very clearly. He accepts the statement of the
botanist Nigeli that ‘we can know only the finite’,

‘in so far as only finite objects enter the sphere of our knowledge.
But the proposition needs to be supplemented by this: “fun-
dainentally we can know only the infinite”. In fact all real, exhaus-
tive knowledge consists solely in raising the individual thing in
thought from individuality into particularity and from this into
universality, in seeking and establishing the infinite in the finite,
the eternal in the transitory, The form of universality, however, is
the form of self-completeness, hence of infinity; it is the com-
prehension of the many finites in the infinite . . .

¢ All true knowledgze of nature is knowledge of the eternal, the
infinite, and hence essentially absolute. But this absolute know-

ledge has an important drawback. Just as the infinity of knowable

matter is composed of the purely finite things, so the infinity of
thought which knows the absolute is composed of an infinite

number of finite human minds, working side by side and suc-

cessively at this infinite knowledge, committing practical and

. theoretical blunders, setting out from erroneous, cae-sided and

false premises, pursuing false, tortuous and uncertain paths, and
often not even finding what is right when they run their noses
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against it (Priestley). The cognition of the infinite is therefore beset
with double difficulty, and from its very nature can only take place
in an infinite asymptotic progress.’ (Dialectics af Nature, pp.237-
238)

‘It is just because infinity is a contradiction that it is an infinite
process, unrolling endlessly in time and in space. The removal of
this contradiction would be the end of infinity. Hegel saw this quite
correctly, and for that reason treated with well-merited contempt
the gentlemen who subiilised over this contradiction.” (Ant-
Drikring, pp.75-76)

S. Marx and the Calculus

In his mathematical work, Marx echoes Hegel’s scorn for the vain
efforts of the mathematicians to evade the contradictions inherent in
motion, continuity and the infinity. But their aritudes to
mathematics were quite opposed. For the obijective idealist Hegel,
mathematics, like natural science, occupied very lowly stages in the
unfolding of the Idea. Mathematics, he thought, ought to be ‘stripped
of its fine feathers’. ‘The principle of magnitude, of difference not
determined by the Notion, and the principle of equality, of abstract
lifeless unity, cannot cope with that sheer unrest of life and its
absolute distinction . . . Mathematical cognition . . . as an external
activity, reduces what is self-moving to mere materml S0 48 10 POSsess
in it an md.lﬂ'erent, external, lifeless content.’* :

But Marx sees that mathematical abstractions, purely formal as
they must necssarily appear, contain knowledge of self-moving mat-
ter, knowledge of generalised relationships between material objects
which is ultimately abstracted from social pracuce, and which is
indispensable for practice.

Hegel and Marx are each concerned to express the contradiction of

movement and change, as Hegel says, to ‘really solve the con-.

tradiction revealed by the method instead of excusing it or covenng it
up’. (Science of Logic, p.277)

Where Hegel only needs to expose the false methods of thought
which underly these ambiguities, Marx feels impelled to go deeper
into the mathematical techniques themselves and provide an alter-

* Phenomenology, p.27 See pp.24-26. Also Encyclopaedia Sections 259, 267 (Philosophy
of Narure). _
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native. He wants to be able to develop the derivative %, not as an

approximation, but as an expression of the actual mosion of the fanc-
tion fix).

Unlike Hegel, Marx refers to the work of d’Alembert on this
question (see Appendix IV, p.165). He had not resolved the problem,

- but had drawn attention to the weakness of existing mathematical

methods: its lack of a clear conception of hmit. Marx attempts to
answer this by the followmg means, which we summarise in modern
notation.

If we want to differentiate a function f{x) , proceed as follows: take
x, different from x and subtract the expression for f{x) from that for
fixy. Let us call this F(x, x;) = f{xp)— f{x), a function of rwo
variables x and x,. Now express F(x,x,, if possible, as.
(x3— x)G(x,x,}. Finally, in the function G, set x, = x, and call
G(x,x) = f(x), the derivative function. In this way, we avoid .all
trouble with ‘infinitely small quantities’. Those puzzling differentials
now have meaning only in the relationship df{x) = f(x)dx. (Marx
assumes without good reason that G will always be continuous at x,
= x).

Ilustrating this with a simple example, take f{x) = x3,

=20 = (x—x) (xF+ xpc+ 23,
so Gixyxy) =x3+xpx+x?,
leading to f(x) = G(x,x) = 3x2.

We should miss the whole point of this, however, if we did not heed
Marx’s remark at the start of the first manuscript: ‘First making the
differentiation and then removing it therefore leads literally to
nothing. The whole difficulty in understanding the differential oper-
ation (as in the negation of the negation generally) lies in seeing how it
differs from such a simple procedure and therefore leads to real
results,” Marx is referring to the operations of first making x, dif-
ferent from x, and then making it the same as x once more. For only
through this double negation is the actual movement of f{x) registered
in the derivative f(x). This is the idea expressed by Hegel (and
referred to by Engels in his letter to Marx quoted above) when Hegel
says that ‘the calculus is concerned not with variable magnitudes as
such but with the relations of powers . . . the quantum is genuinely
completed into a qualitative reality; it is poslted as actually infinite.’
(Sctence of Logic, p.253)
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Hegel’s comments on calculus were made just at the point when
mathematics was about to make a fresh effort to tackle these issues.
(The Science of Logic was published in 1813). During the next 70
vears, the basic concepts of function, limit and number were com-
pletely transformed. But these new ideas were not known to Marx. As
this volume makes clear, his knowledge was drawn from textbooks
which, although they were still in use in his time, did not reflect the
newer developments.*

But this does not mean that the work of Marx and Hegel was
rendered valueless as a result of these changes, for the further expan-
sion of mathematical knowledge to this day continually encounters
the same problems, but at a deeper level.

6. Later Developments

When mathematicians before 1830 spoke of a function, what they
had in mind was roughly what Euler had described in the words:
‘some curve described by freely leading the hand’. Lagrange took it
for granted that such a “smooth’ object would have a “Taylor expan-
sion’: @ + bx + cx2+ dx* . . . , and called it ‘analytic’. (The method
advocated by Marx will only work for such functions.) The more
general modern conception of functional relationship was clarified by
Dirichlet and others in the 1830s. It simply meant that to each of a
given set of values of x corresponded a given value f(x).

It was in 1821 and 1823 that Cauchy published his books which
attempted to give a logical definition of limit. These ideas were tight-
ened up by Weierstrass in the 1860s. Now, to say that a function f{x)
tended to a limit as x tended 16 x5, meant the following: there exists a
number L such that, for any positive quantity €, however small,
there exists a quantity &, such that whenever

xg— d<x<xo+ &, L—e< flx)<L+ €.

Using this idea, it was possible to define continuity, and understand
the derivative f(x) as the limit of £2* Y= 4 § tended to 0.5

* To this day, students are introduced to calculus with thé aid of arguments drawn
essentially from the 18th century. The book by Lacroix, which Marx made so much use
of, was still being reissued in 1881.

1 These ideas, as well as those of ("antor, were to some extend anticipated u:\ 1820-4{.)
by the Bohemian priest Bolzano, although his work was not gcnerally appreciated until
later. .
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Could mathematicians now say that they had returned to the rigour
of argumentation of their Greek predecessors, but at the same time
grasped the nettle of infinity? Was the new form of analysis able to
dispense with intuitive ideas of space and time? Not yet.

For the idea of ‘limit’ was still infected with intuition in the shape of
the continucus colflection of numbers contzined in the interval bet-
ween the two values. Weierstrass’s definitions aimed to provide a
staic framework for what was essentially dynamic. Together with
Dedekind and others, he grappled with the continuum of numbers,
clarifying many of the concepts of modern analysis. Then, in 1872,
Cantor’s work appeared, which tried for the first rme to deal
rigorously with infinite sets of objects, to count the actually infinite,
and to provide a consistent arithmetic of ‘transfinite numbers’.*

In 1900, the leading figure in world mathematics, Henri Poincaré, -
could confidently declare that ‘absolute rigour has been attained’. As
Bell reports him, Poincaré was quite certain that ‘all obscurity had at
last been dispelled from the continuum of analysis by the nineteenth
century philosophies of number based on the theory of infinite classes
- « » All mathematics, he declared, had finally been referred to the
natural numbers and the syllogisms of traditional logic; the
Pythagorean dream had been realised. Henceforth, reassured by
Poincaré, timid mathematicians might proceed boldly, confident that
the foundation under their feet was absolutely sound.’ (Bell, The
Development of Mathematics, p.172. See also p.295.)

How wrong he was! In the early years of this century, the geometry
of Euclid, thought by Kant and nearly everyone else to be founded on
self-evident truths, was shown to be not the correct description of
acrual space; even worse, the foundations of logic itself began to
shake. These problems of the foundation of mathematics and logic
were directly linked to the paradoxes of infinite sets.

Throughout this century, the search for an uncontroversial basis
for mathematical science has produced the sharpest controversy. In
the attempt to evade the paradoxes of the infinite, two opposite trends
have been at war. On the one side stand the formalists, constantly
trying to see mathematics as a game played with undefined symbols,
having no more meaning than chess. By setting out the rules of this
game in the form of consistent axioms, all the relations between the

* Bur while Cantor believed Lhé infinitely large was actual he absolurely denied the
existence of the actuslly infinitely small.
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invented objects of the game can be worked out. Then, in 1931,
disaster struck, in the form of the theorem of Gddel: he showed that
the game called arithmetic could produce well-formulated problems
which were undecidable within the system.

Against the formalists stood the intustionists, led by Brouwer and
Heyting, tracing their origins back to Kant. For them, mathematics
had at its basis certain unanalysable concepts which were given «
priori. Infinity was not among them, and mathematics had to be
reconstructed after expunging reference to such monsters.,

7. What is mathematical knowledge?

These controversies appear to be of interest only tothose engaged in .

the mathematical game. In fact, however, the crisis which still wracks
the foundations of physics turns precisely on the contradictions of the
discrete and the continuous, the finite and the infinite. Some phy-
sicists have been led to consider the possibility of a ‘ﬁmusnc
mathematics’ as a way out of their troubles.*

Marx’s work on calculus did not only concern the problems of
infinitesimals. Having explained his ‘algebraic method’ of dif-
ferentiating, he takes a further step which brings him very close ta the
spirit of twentieth century mathematics. He describes the further
development of calculus in terms of a reversal of roles, in which the

symbols for the differential coefficient are transformed into

‘operational formulae’ (Operationsformel), satisfying ‘operational
equations’. These ideas give a basis for a materialist conception of
mathematical knowledge which is of great importance for dialectical
materialism as a whole. For mechanical materialism, formal abs-
tractions carry great dangers. They are taken in isolation from the
movement from living perception to social practice, and the entire
process is seen in reverse, rather like the negative of a photograph. For
the abstract symbol is mistaken for the actual object of knowledge,
while the concrete object is seen only as mere background.
Modern mathematics has generalised the processes of algebra into
stratospheric levels of abstraction, where the objects of the science
seem to be completely undefined. All that we know about them is the
rules which govern their relationships to each other, and these seem to

be decided by the will of the mathematician. Empiricists are then

* See Weizsicker, The World View of Physics, Chaptcr 5. Also his contributions to T.
Bastin (ed) Quantum Theory and Bevond.

4
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puzzled by the apparent coincidence which makes precisely these
abstract forms express the relationships of material processes. Marx’s
approach to the calcutus, however, shows the dialectical relationship
between the abstract symbols and the movement of matter from
which they have been abstracted.

In discussing the nature of abstraction, Hegel artacks those views
which place the abstract on a lower level than ‘sensuous, spatial and
temporal, palpable reality’. ‘In this view, to abstract means to select
from the concrete object for our subjective purposes this or that mark’ .
(Science of Logic, p.587, Lenin op.cit., pp.170-171).

Hegel — from his idealist standpoint, of course — thinks on the
contrary that ‘abstract thinking. . . is not to be regarded as a mere
setting aside of the sensuous material, the reality of which is not
thereby impaired; rather it is the sublating and reduction of that
material as mere phenomenal appearance to the essential .’ (Science of
Logic, p.588) Hegel cannot allow these considerations to apply to
mathematics, which he regards as being unable to capture the richness
of movement and interconnection. Marxism, turning the dialectic on
to its material feet, grasps the way that mathematical abstractions,
seen in the context of the entire development of natural science and
technology, can contain real knowledge of the movement of matter.
This is the meaning of Engels’s description of mathematics as ‘an
abstract science which is concerned with creations of thought, even
though they are reflections of reality’. (Dialectics of Nature, p.218) -

To the modern student of mathematics, these manuscripts of Marx
have, no doubt, an archaic appearance. But we have seen that the

_ questions with which they really deal are infinity, the relation between

thinking and being, and movement, the central philosophical issues.
As our brief look at the history of mathematics has shown, it is just
these questions which underlie the crisis which still wracks the foun-
dations of mathematics. These difficulties are linked with the
methodological problems facing many other branches of science,
problems which deepen with every major scientific advance:

A century ago, Marx and Engels paid particular attention to the
development of natural science and mathematics, precisely because
they knew thar dialectical materialism could only live and grow if it
based itself on the most up-to-date discoveries of science and con-
cerned itself with the problems which these entailed for fixed, ‘com-
mon sense’ views of reality. Today, this is still more vital than when
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Engels was preparing his articles against Dhihring and his notes on the
dialectics of nature, and when Marx was writing these mathematical
manuscripts.

When we look at this work as a whole, another common feature is
striking: the way Marx and Engels return to Hegel for clarification.
Marxism is the negation of absolute idealism — but in the Hegelian
sense of simultaneous abolition and preservation. Contrary to the
contention of various revisionist schools, Marx did not make a single,
once-for-all break with Hegel, but continuously returned to Hegel to
negate his idealism, as did Lenin and Trotsky after him.

These manuscripts, therefore, may be seen as the last of Marx’s
returns to Hegel. They should be a spur to the Marxists of today to
take forward the fight for the dialectical materialist method in con-
nection with the latest developments in mathematics and natural
science through a still deeper struggle with Hegel.

Index
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91-106 T

— operating on its own ground, 20, 27,
38, 41, 50, 78, 113

—opposite methods of, 21, 54, 68

— special manner of caiculation of, 20,
26,27, 84, 113

- starting point of, 20, 26, 27, 50, 69, 94,
97, 102, 113, 118

~ task of, 22, 59

— three stages of, 20, 54, 91-100

Change of value of variable, 7, 9, 10, 78,

86, 88,101, 103, 128
- variable (see Variable, change of)

Childishness, 126

Chimera, 5

Circular functions, 109

Constant function, 110, 112

Coup détat, 131

D’Alembert, Jean Le Rond (1717-1783),
75, 77, 94-99, 102, 127-131, 132-139
Deception, 117
Delta (see Increment)
Dependent and independent variables
(see Variables) )
Derivative, 7, 8, 88, 92, 110
—assumed known, 49, 50, 56, 111, 118
-ready-made, 88, 92, 97, 98, 104, 106,
129, 134, 137
—as second term in power series, 87,92,
96, 98, 103, 104, 129, 132, 134, 136
Derived function, 8-14, 80, 84, 98, 105,
109, 115, 116, 119, 139
Development, 83, 84, 88, 91, 96, 102,
103, 104, 110, 116, 128, 137, 138
Difference, 86, 88,95, 101, 102, 104, 118
— finite, 4, 12, 29, 67, 78, 90, 106, 128
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. Differential, 15-33, 50, 51, 52, 58, 65, 83,

91, 98, 106
— arbitrary introduction of, 67, 79
- coéfficient, 24, 28, 52, 58

- equations, 15, 19, 22, 25, 27, 40, 45,

79
—independent existence of, 79, 83

— method of calculus, 20, 24, 37, 91-94,

97, 128

- operations, 3, 109, 112

- presumed in derivation, 67, 91

— process, 4, 20

- ratio inseparable, 24, 65, 66

—ratio.as ordinary fraction, 24, 31, 33,
51, 52, 60, 62, 65, 79, 135

—as reduced expression, 37, 51, 56

-as zero magnitude, 58, 82

Differentiation leading to nothing, 24,

29, 4, 117

Equations, content of, 19, 48, 50, 55, 110
— left hand side of, 8, 20, 30, 48, 51, 62,
94, 95, 123
—right hand side of, 8,9, 39 41,48, 50,
51, 54, 62, 69, 128
—side with initiative, 20, 28, 30, 62
- symbolic side of, 37, 40, 42, 50, %4,
139 '
- zero in, 62
Experiment, 92, 93
Exzponent, 13
— whole positive number, 114, 115, 116
Exponential Function, 10, 89

Facilitates algebra, 24, 25, 65

Factarisation, 18, 46,47, 63, 88, 89, 123,
129

Failures of Taylor’s & MacLaurin’s
Theorems, 112, 115, 116, 117

Fait accompli, 117

False premises, 81, 94

—leading to correct conclusions, 92, 94,

118

Fichte, Johann Goulieb (1762-1814), 119

Finite difference, 4, 12, 29, 67, 78, 90,
106, 128

First term in power series, 95, 104, 137

MATHEMATICAL MANUSCRIPTS

Foundations of method not examined,
119 :
Francoeur, Louis Ben;amm (1773- 1849),
24
Function, 105, 110, 115 -
—in x, 103, 105
—aof function, 30-33, 59-63, 132
—original, 6, 8, 18, 98, 104, 105

General expression, 32, 42, 43, 49, 97,
114, 115, 116

General symbolic form of derived
function, 19, 20, 105

Geometric method, 64, 68, 69, 76, 94,
126

Ground (see Calculus)

Hegel, Georg William Friedrich
(1770-1831}, 119

Increment (Delta), 91, 95
- capacity to contract, 67, 125, 128
—as growth of variable, 80, 87, 103
—as positive expression of difference,
36, 101-104
- transition to differental, 27, 94, 98,
128
Indeterminate, 81, 86, 102
Infinite series (see Series),
—-ly small, 5,29, 64,67,77,83,94,115
— calculations with, 83
- of second order, 77, 83
Inversion of methed, 21, 25, 26, 28, 38,
50, 54, 55, 56, 59, 69

Juggling away terms, 91, 92, 93
Kant, Immanuel (1724-1804), 119

Lacroix, Sylvesire Frangois (1765-1843),
68

Lagrange, Joseph Lonis (1736-1813), 24,
44, 60, 64, 68, 75, 76, 96-100, 105,
109, 112-115

INDEX

Landen, John (1719-1790), 33, 75, 113,
139

Leaplace, Pierre Simon (1749-1827), 75

Leibaitz, Gottfried Wilhelm (1640
1716), 64, 75-78, 94, 96, 97, 113, 115,
118

Limit, 7, 68, 123-126

Limit value, 4-8, 124-126

Logarithm, 12

MacLaurin, Colin (1698-1746), 75, 100,
109-119

Metaphysics, 64, 67, 91,.97, 115

Minimal expression, 7, 25 66,68,382,125

Miracle, 8, 30, 83

Moigno, Abbé (1804-1884), 75

Moments, 64, 76, 77

Movement, 9, 76

Mysticism, the mystics, 91, %4, 95, 96,
97, 99, 102, 126, 128, 131

Negation of Negation, 3

Neganve, expression of difference, 86,
88, 128

- increment, 109, 114

Newton, Isaac (1642-1727), 64, 68, 75,
76, 78-84, 94, 96, 97, 99, 104, 109,
112, 113, 115, 118, 119, 128

Numerator and denominator, 17, 18, 24,
25, 65, 66, 91, 92

Operational formulae, 31, 38,41, 43, 56,
58, 59, 64, 66, 69, 70, 78, 80, 118
Operational symbals, 21, 47, 52, 78

—meaning of differential coefficients, 9,

21, 26, 38, 41, 42, 48, 50, 55

Point of departure, 41,48, 50, 57, 64, 67,
94,112, 113

Poisson, Siméon Denis (1781-1840), 75

Positive expression of a difference, 86,
95, 101, 102, 128

Positive result, 89, 139

Power Series, (see Series)

Preliminary derivative, 6, 7, 9, 26, 27,
105, 130, 138
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Product, differentiation of, 15, 18, 20-23,
37, 39; 42, 48-53, 54, 69,71, 77, 79,
113

Quanta, 64 :
Quotent, differentiadon of, 70, 113

Ranks, terms marching in, 96, 129
Ratio of

— differentials, 5, 6, 29, 95

- finite differences, 4, 6, 89, 94, 95, 96
© 108

—zeroes (see Zero)
Real equivalents, 16, 20, 21, 22, 27, 54,

69, 78, 125

Real values, 55, 69, 197, 201

- Repeated differentiation, 8, 18, 98, 110 i

139
Residuals, 113
Reversal of method (see Tnversion)

Schelling, Friedrich Wilhelm Joseph
(1775-1854), 119
Separation of
— derivative, 96, 105, 106, 129,134,136
- differentials, 24, 25, 65
Series
- expansion of function, 97, 98,99, 117
- infinite, 8, 114, 125
- power, 98, 99, 110
—method of undefined coefficients in,
114
Shadow (image), 16, 20, 21
Shrieks of hostlity, %4
Sleigbt of hand, 92, 94, 96
Strategy of action, 110
Subtangent of parabola, 30, 43, 44, 59,
66, 69
Subterfuge, 7
Sum and difference, opposites, 86, 88,
95, 101, 102, 104, 118, 128
Suspicious nature of differential equ-
ation, 24, 65
Suppression of small quantities, 64 79,
84, 92, 93, 128
Symbolic differental coeﬁ’lment, 16, 17,
19-21, 30, 42, 48, 49, 55, 69, 90, 92
- differential expression, 38,41, 54, 100
- operational equation, 22, 26, 50, 56
- mistake, 8
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Tautology, 126
Taylor Brook (1685-1731), 50, 75, 99,
109119
-’s thearem, 50, 99, 100, 109-119
Time intervals, 64, 76
—omission of, 78, 79

Uniform,- 18,29
Useless mass of details, 10

Vanished difference/quantities, 5, 8, 25,
58, 66, 78, 115

MATHEMATICAL MANUSCRIFTS

* Variables and constants, 112, 117

*wmwﬂnad‘: lssls:
23, 29,37 i o
change of, 10, 15, 26, 28, 30, 39, 61, 62,
94, 102, 111, 132, 137
Velocity, 64, 76, 77 '

Witchcraft, 32

Zero in eql‘laﬁms, 62
~ratio of, 16, 29, 37, 45, 96
—arbitrary value of ratio of, 18, 38, 41,
46, 47




